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Refined Quality Control Speeds Up Production *

Control Chart Helps Spot Process Trouble, Saves Inspection Cost

By JOHN GAILLARD

Mechanical Engineer, American Standards Association

Editor's Note: Refined quality control is gaining wide recognition as a valuable aid in weeding out
assignable causes of product variation, in early detection of potential causes of trouble in the production
process, and in setting limits for quality variation. Further, when quality is controlled, data obtained
from samples of the product can give evidence of the greatest possible reliability in judging quality. The
present article, reprinted by permission, concisely and ably summarizes the fundamentals of this timely

subject.

As stated by the author, the U. S. War Department is using the control chart method of quality control
extensively in the arsenals and encourages its use by private industry. This techwique thus is becoming
an tmportant factor in the war effort of the U.S.A. and, also, in Great Britain, Australic and Canada,
where the American War Standards i this field have been adopted by the respective national standard-

1zing bodies.

ANY manufacturing plants engaged in

M war production complain that their

work results in an excessive propor-

tion of non-acceptable product or, in other words,

too large a “‘percent defective.” This may be due

to any one of a number of causes. It may be that

the work is different from anything the plant has

done before, or that the manufacturing tolerances

specified by the government are closer than those
to which the plant is accustomed.

So long as trouble of this kind persists, the
manufacturer will say that he has not yet got
“control” of the quality of his product.

Such a condition calls for action. Although
some of the defective product may be salvage-
able, there is still loss of material, labor, machine
capacity, and—a highly important factor just
now—Iloss of time.

What Is Control?

Ideally, control of quality of a manufactured
product would mean that every unit of that prod-
uct meets its specified requirements. Thus, per-
fect dimensional control of machine parts would
be achieved if the sizes of all parts manufactured
fell within their gage limits. In practice, no such
absolute perfection exists. The percent defective
may be cut down to a very low figure, but we can
never reasonably expect to get no rejections what-
soever. So far, when the manufacturer has said
that he had attained control of quality, he usually

* Adapted from an article published in American Ma-

chinist, December 10 and 24, 1942, and in Industrial
Standardization, April and May, 1943.

has meant that he had succeeded in keeping the
percent defective down to a level satisfactory to
him—a matter of personal judgment. If at first
the percent defective was 4, and he had gradually
brought it down to 0.5, he might hold that he had
attained control, even though by further efforts
he could have reduced the percent defective still
more, say, to 0.03.

This vagueness of the ‘“‘traditional” concept of
control has several practical disadvantages, some
of which are quite important. For example, if the
manufacturer, in spite of efforts to reduce the
percent defective to an acceptable figure, has
failed to do so, he may ask himself whether he
should keep on trying or give up the matter as
impossible. If the kind of work is entirely new to
him, he may easily take the wrong decision and
either give up, although with further effort the
problem could be solved, or, conversely, persist
where success is out of the question. Therefore,
the “traditional’’ concept of control does not give
the manufacturer a definite answer to practical
questions like these: Can the percent defective be
reduced by adjusting the production process in
use, or must this process undergo basic changes
before improvement may reasonably be expected?
What is the highest degree of accuracy attainable
with a certain production set-up—that is, with
given materials, tools, machines, operators, and

- methods of manufacturing and inspection? Is it

practical, in a specific case, to shift from selective
fitting to assembly of interchangeable parts, or
are the closer manufacturing limits required in
the latter case prohibitive?
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Quality Control Standards

The manufacturer wiil get an answer to such
questions by applying a technique described in a
set of three American War Standards on Quality

Control. Here, the concept ‘“‘control” is given a

definite meaning and the manufacturer is sup-

plied with a criterion for detecting lack of control.
Also, where such lack is indicated, he knows that
he must look for trouble in the production process
so that he may find its cause with the least pos-
sible delay and eliminate it, if practicable. How-
ever, if there is no indication of lack of control,
the manufacturer may safely assume—as wide
practical experience has shown—that he is doing
the best he can, with the process in use. There-
fore, if this “‘best’ is not good enough to meet the
requirements of the product—specified,
ample, in terms of manufacturing limits—he

T
10r e€x-

knows that he w 111 be ablc to get product of the
right quality only by making basic changes in the
process, and not hv merely adjusting it

Origin of Standards

Upon request by the War Department, the

American Standards Association (ASA) started
in 1940 a prOJect on the Apphcatron of Statistical

iVlt:LuUUb to LllL gudu Ly \.,Ull er ()l lVld.LcI ld.lb dllu

Manufactured Products. Three American War
Standards ALS

SLdnlGarags, A nnmm:i—{-no 1

have so far been published. They are: Guide for
Quality Control (Z1.1-1941); Control Chart
Method of Analyzing Data (Z1.2-1941);

Control Chart Method of Controlling Quality

During Production (Z1.3-1942).2

completed by an

What Is Quality?

Bef we can discuss control of quality, we
must have a clear picture of what we understand
bV auallfv leo'hlv the aualitv of a product

may be defined as its suitability for a given pur-
pose. Hence, to be able to judge or measure qual-

! Membership: H. F. Dodge, Bell Telephone Labora-
tories, chatrman; A. G. Ashcroft, Alexander Smith and Sons
Carpet Co.; W. Edwards Demmg, Bureau of the Census;
Leslie E. Slmon Army Ordnance Dept.; R. E. Wareham,
General Electric Co.; and John Gaillard, ASA, secretary.

2The first two standards were published in a smgle
pamphlet in 1941 and the third standard was published in
July 1942. Copies are available from the ASA, 29 West
39 St., New York 18, N. Y.

ity, we must begin by specifying the requirements
we want the product to meet or, in other words,
the quality characteristics we want the product to
possess. Such a characteristic may be dimensional
accuracy specified in terms of the manufacturing
limits within which certain dimensions of a work-
piece must be held if it is to be accepted by the
inspector. Other spec1ﬁed quality characterlstlcs
el

trength and the elonga
the steel of which h ¢ piece is made.

i quality is most definite if the
characterlstlcs 1nvolved are stated in terms of
measurement. If this is impossible, we may at
least be able to establish a sample or model to
serve as a basis of comparison for the product to
be made. An example is the finishing of a work-
piece to a ‘“‘surface quality” represented by a
sample block or disk.

Collective Quality

So far, we have discussed the concept “quality”’
as relating to a unit of product—that is, to an
individual piece, subassembly, or complete article
for which quality requirements have been speci-
fied. However, when we think of control of quality,
we do not have in mind whether a given unit of
product meets its requirements but, rather,

AAAAAA i~z liind a1t

whether or not the tutauLy of the product, as it

sufficient percentage of acceptable
ther words, the product is considered here as a
collection of units and the term “‘quality control”
accordingly refers to the collective quality of the
product. If all of the pieces in a lot of 1,000 are
inspected and eight pieces are rejected, we can.
express the collective quality of this lot by saying
that its percent defective is 0.8.

How small should be the percent defective in a
specific case to justify our claiming that we have
got control of quality? Is there any criterion that
will aid us in answering this question?

a
[a]

Level and Dispersion of Quality

Before we go more deeply into this question,
let us consider the concept ‘“‘collective quality.”
Suppose we look at ten lots of 1,000 pieces each,
and determine the percent defective of each lot
by gaging all of its units. The collective quality
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of these ten lots, considered together, may then
be measured by the arithmetic mean or average
of the individual percentages of the ten lots.
This average represents their common level of
guality which we would have found also by com-
bining the ten lots into a large one of 10,000
pieces and determining the latter’s percent de-
fective. However, when we have ten separate lots
of 1,000 pieces, we come upon another aspect of
their collective quality. This is the extent to
which the qualities of the 1,000-piece lots deviate
from their common quality level (average percent
defective). If their qualities all are rather close
to this common level, this is an indication that
the overall quality of the product has a high de-
gree of uniformity. If, on the contrary, the quali-
ties of the 1,000-piece lots are spread out or dis-
persed more widely, the overall quality appears
to be less uniform. Therefore, the dispersion of
individual qualities or group qualities about their
common level of quality is a second important
characteristic of collective quality. It gives a pic-
ture of the degree of uniformity of quality in the
total volume of product under consideration.

Measurement of Collective Quality

To measure collective quality, we must have
units of measurement for the level and the dis-
persion. We have already seen that the level can
be simply expressed by the average of the meas-
urements (observations) of a given quality char-
acteristic. If a quality characteristic X, such as
the size of a workpiece or the tensile strength of a
specimen of material, is measured on each of a
number of units #, and the observations are:
X1, Xq, - - - X, their average X (pronounced “X
bar’") is expressed by the formula:

X1+ Xot- -+ X,

n

X:

To express the dispersion, we can use several
kinds of measures. One of those commonly used
in problems of this kind is the standard deviation
(root-mean-square deviation) of the observations
from their average. It is customary to designate
the standard deviation by the Greek letter ¢
(sigma). In the example just mentioned, the
standard deviation of the » observations from
their average X is expressed by the formula:

Uz\/<X1—X>2+<X2-X>2+- (X, =)
n

Another measure of dispersion frequently used
here is the range (R). This is the difference be-
tween the highest value and the lowest value
among a set of observations, or

R= ‘Ymax ;"Xlnin-

For example, we may take 25 samples of 100
pieces each, all of these being gaged, and deter-
mine the percent defective for each sample. If
then the maximum percent defective observed is
5, while the minimum is 2, the range of percent
defective for these 25 samples is 3.

Other statistical measures used to express char-
acteristics of collective quality are the fraction
defective ($), which is the ratio of the number of
defective units to the total number of units under
consideration;® the number of defectives (pn) in a
sample of # units; and the number of defects (c)
in a sample of stated size, such as the number of
flaws in 100 feet of wire. Which statistical meas-
ure or measures should be used must be decided in
each individual case.

Inspection by Sampling

When a quality characteristic is measured on
each unit of a lot of product, it is a simple matter
to express the collective quality of the lot in such
measures as the average, the standard deviation,
and the range, since these values can be com-
puted from the observations made on the units.
The problem becomes more complicated when
100 percent inspection is impracticable and the
collective quality of a lot must be determined,
with the closest possible approximation, from ob-
servations made on samples drawn from that lot.
Inspection by sampling may be necessary because
the inspection test is destructive (for example,
the tensile test made on a specimen of material,
or the firing test of ammunition),—or because 100
percent inspection, while technically feasible, is
uneconomic (for example, where parts come in a
large flow from an automatic machine). In such
cases we can get a picture of lot quality only from
the combined pictures of a number of sample
qualities—each of which is in its turn a com-
posite picture of a number of unit qualities.

8 The use of percent defective (100p) is often preferred.
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In sampling inspection, the important question
arises:

To what extent does a sample taken from a lot
of product present a reliable picture of the quality
of the entire lot? The answer depends on a num-
ber of factors, such as the sizes of the lot and the
sample, and the degree of uniformity of quality
in the lot. Since the make-up of a sample, and
hence the relation between sample quality and
lot quality, depends on chance, valid conclusions

regarding lot quality can be drawn from sample

“qualities only with the aid of the theory of prob-
ability. This fact and, in general, the statistical
background of the standards under discussion,
need not dismay the technical expert who is not
conversant with statistical theory. The practical
tool to be used by the man in charge of quality
control, which was developed through coopera-
tion between the engineer and the statistician
d,IlLl Clescrl[)e(_l lIl Ellﬁ de.IlUd.I'Ub, requlreb rl_lel'e v
the use of simple arithmetic. This tool is the

State of Statistical Control
The quality control chart is based on the
concept ‘‘statistical control’” which will be ex-

plained brleﬂy here.

The variations in the quality of a product,
from unit to unit, or from sample to sample, or
again, from lot to lot, are due to numerous causes.
From the viewpoint of quality control, these
causes may be divided into two classes: (1) causes
of variation whose effect is insignificant and
which, therefore, merit no investigation, and (2)
causes of variation whose effect is significant in
le_y erulL III EXCESSIVC HuLLudEIOIlb lIl qual-
, hence, must be eliminated if we are to get

ses of variatio

Co Ul Valladl

that t
ya

on of the latter tvne are
on of the iatter type are

called assignable causes,—which practically means
causes of trouble. When the latter are found and
eliminated from the production process, and the
variation in quality has become insignificant, the
production process is said to be in a state of
statistical control or, briefly, in a state of control.
The residual variation in quality is due solely to
the combined effect of unknown causes which by
their very nature cannot be weeded out systemat-
ically. Possibly, with increasing knowledge, some
of these unknown causes may become assignable

in the course of time, in which case their elimina-
tion will still further reduce the residual varia-
tion. However, for a given process, considered at
a certain time, the amount of knowledge at our
disposal determines the limit to which our finding
of assignable causes and their elimination can go.
It will be clear that this approach to the prob-
lem of quality control becomes workable in prac-
tice only if we have a criterion to determine
whether a variation in quality is significant.

Normal Distribution

par ison

quality, in which we are interested in a specific

case, and a known theoretical distribution

Loz Leiie) CIICOICLita Ulistl 110) 4

senting a ‘‘model” of perfect statistical control—
that is, a distribution resulting from a condition
where no assignable causes of variation are pres-
ent. Such a comparison enables us to decide
whether the observed distribution appears to
deviate from the “model” distribution to such an
extent as to indicate lack of control. This pro-
cedure is similar to the use of an optical com-
parator for checking the contour of a workpiece,
such as a screw or a gear, against an ideal con-

Such a criterion is found by making a com-
I
(8]

m
Locdcrnne o o “1—“,—\“"4 latrihirfioan o
between the unknown distribution of

repre-
repre

LUul’ J.Il LIIC qud.llL_y LUllL[Ul Llld.lL LCLlllllun, we
use as the model of perfect control the so-called
normal distribution which is graphically repre-
sented by the normal frequency curve, or Gauss
curve, shown in diagram A, Fig. 1. Its abscissae
represent here the values of a certain quality
characteristic observed on the individual units of
a lot. Its ordinates represent the respective fre-
quencies with which these quality values (ob-
servations) occur in the lot. The area included
between the curve and the horizontal axis repre-
sents the total number of observations. A mathe-
matical property of this frequency curve is that

9ppr0v|mqtn]v 00,73 nnrppnf of the total ohserva-

Alllld

tions fall within two llmlts located from the cen-
tral line X’ at equal distances 3¢/, in which ¢’
is the standard deviation of the observations
from the central line. Such limits are called
“3-sigma’’ limits.

The diagrams B and C, Fig. 1, show unsym-
metrical distribution curves. For both of these,
the percentage of observations that falls outside
the 3-sigma limits is larger than in diagram A.
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SYMMETRICAL DISTRIBUTION
{Normal Law)

X

~20° -0' +0' +20° +30°

0.13% ABOVE %'+30°
2.3% n  X+20'
0.13% BELOW X'- 30’
2.3% " )—(l_ 20'

TYPICAL
UNSYMMETRICAL DISTRIBUTIONS
(drawn to scale)

-30" -20" -0’ +G'  +20' +30° +40"

0.5% ABOVE X'+ 30’
B 34% »  X+20'

0% BELOW X'~ 30’
8% * X'-20

11% ABOVE ¥'+30'

c 4.4% " X'+20'
0% BELOW X'-30'
0% " X =20

AN

SCALE OF MEASUREMENT

if curves B and C were unsymmetrical in the opposite direction;
the % volues “above” and *below” would be interchanged,

Fig. 1—Showing percentages at the far ends of distributions
having different shapes.

The Quality Control Chart

The quality control chart is a graphical record
of quality having two control limits placed in a
manner to be explained below. Data obtained
from quality observations made on samples are
plotted on the chart. If a plotted point falls out-
side the control limits, this should be taken as an
indication of the presence of an assignable cause
of variation (cause of trouble) in the production
process. Thus, the quality control chart givesusa
picture of the condition in the process and warns

us when we must hunt for trouble. In this way,
the control limits help us to classify causes of
variation into the two groups mentioned—assign-
able causes, and causes that merit no investiga-
tion. Such a criterion, which aids us in deciding
whether or not there appears to be lack of control,
is absent in what was called, in the beginning of
this article, the “traditional’” method of quality
control.

Placing the Conirol Limits

Suppose we want to judge whether or not a
product comprising a flow of similar units shows
lack of control. As we measure the quality of indi-
vidual units, we obtain a collection of measure-
ments that form a sequence with time, and the -
way these measurements behave can provide us
with a picture of the manufacturing process be-
hind the scenes. Whether we are measuring each
and every unit or only a fractional part of them,
we can arrange the measured values in groups, in
a time sequence. Each such group might repre-
sent all of the units turned out, say, in an hour’s
time, or again it might correspond to a sample of
units for that period. In either case it constitutes
a “sample of the process.” If for each of these
samples we compute the average of the measured
values and the standard deviation of the meas-
ured values about their average, we have a suc-
cession of average values and of standard devia-
tion values which should show a certain degree of
stability if the process is controlled. What is
needed is a quantitative criterion of this kind of
stability—Ilimits of expected variation of such
averages and of standard deviations. By means
of the formulas and tables given in the standards
under discussion, we can compute in a simple
manner, for any sample size # (number of units
in a sample), the 3-sigma limits that are to serve
as control limits on the quality control chart.
If quality (the result of the process) is controlled,
we shall expect to find that practically all ¢ of the
averages fall within the 3-sigma limits. If it is
not controlled, however, we shall expect a num-
ber of these values to fall outside the 3-sigma
limits.

¢ By “‘practically all” we mean this: Since 99.73 percent
of the observations are expected to fall inside the 3-sigma
limits, only 0.27 percent of the observations, or about 3

observations in 1,000, would be expected to fall outside
these limits.
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A similar procedure can be followed to obtain
control limits for the range (R), the fraction de-
fective (p), the number of defectives per sample
(pn), or the number of defects per sample (c).
Recommendations for the use of one or more of
these statistical measures in a specific case are
given in the standard 7Z1.3-1942.

It will thus be seen that the new standards,
developed through cooperation between the en-
gineer and the statistician, enable the man in
charge of quality control to construct a set of
control limits that help him answer the question,
“Is there lack of control?”’ in the same way as a
set of gage limits help the inspector of the product
answer the question, “‘Is this piece acceptable?”

Control Limits and Specification Limits

Control limits are basically independent of the
specification limits for a product. The latter, in
the mechanical industry commonly called ‘“man-
ufacturing limits,"” are specified by the designer
to indicate what is required, in his opinion, to
make the product function correctly and to give
it a reasonable length of wear life. Therefore, each
unit of product (workpiece) must meet these
limits if it is to be accepted by the inspector.

Control limits, on the contrary, are based on
data obtained by inspecting units of product.

Size FIG. 2
(nch) L
F Upper
09980 manufacturing
o | limit
= . — Uppercortrof
- » limit
F 3
909970 — L
1 E ®
b L LA L__]__lower contro/
0.9960 — Vimit
E Lower
09950 manufacturing
o limit
Sample No. | 2 -3 4 5 6 7 8

Fig. 2—Chart showing “‘manufacturing limits’’ specified
for the quality required of each unit of product and “‘control
limats" against which are plotted average qualities of samples
taken and inspected while the product is being manufactured.

These are statistical limits which represent, not
what is desired of the product, but rather what
happened while the product inspected was being
made.

The difference between specification limits and
control limits is illustrated by Fig. 2 which refers
to a workpiece whose outside diameter must be
held between 0.9950 and 0.9980 inch. After a
control chart has been kept for some time by
taking samples of 4 pieces, the control limits
computed for a certain period are 0.9962 and
0.9974 inch. They fall within the specification
limits and so long as the plotted points remain
inside the control limits everything may be as-
sumed to run smoothly. The point plotted for
sample No. 6 warns of trouble in the process.
Yet, this does not necessarily mean that the
quality of the product has been impaired to such
a degree that there are rejections in the inspection
department. Point No. 6 (sample average 0.9977
inch) may be the result of four readings: 0.9979,
0.9978, 0.9976 and 0.9975 inch, all of which lie
below the specified maximum manufacturing
limit. In such a case, the quality control chart
forecasts potential rejections instead of reporting
actual ones, so that the manufacturer has time to
make the adjustment in the process necessary to
prevent rejections.

Use of Control Chart

To get and keep control of his production
process, the manufacturer periodically takes a
sample from the product while it is being made—
for example, one sample every half hour, or one
sample every day, or again, one sample of every
lot of 1,000 as soon as completed. The size of the
sample and the interval between two consecutive
samples are to be decided on in each specific
case.

Plotting the informative points on the control
chart with the least possible delay enables the
manufacturer to take action at once when quality
appears to be disturbed. (For this reason, control
limits thus used are also called action limits.) By
such action the occurrence of defectives will often
be prevented because the basic trouble in the
process is adjusted before its effect has grown to
the extent that the quality of the product exceeds
its specified manufacturing limits.
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CONTROL CHART
SET UP
APRIL HERE MAY
24 25 28 27 28 29 2 3 4 5 NOw . 7
T SN N TN WORE S S TN S U0 N VO SO P M0 M M B A AR MO | Lt ooy b vs by s 1o 9 00 4 sy
{___PERIOD PRIOR TO USE OF CONTROL CHART _ § { |[«—FROM HERE ON,CHART USED FOR ACTION
i
TENTATIVE STANDARD LEVEL ]
AND CONTROL LIMITS SET HERE, |
ON BASIS OF PRIOR DATA .
Spread between control limits. |
PRIOR DATA . i L
computed for size of sample H This point indicate
CONSIDERED REPRESENTATIVE to be used from here on a,,‘i’qmb,, oree NOW.
OF EXISTING PROCESS l ACTION )
@0 lndivi§ual observed values Average for each sample : Identify cause NOW.
w as given by post records plotted as soon as Eliminate cause NOW,
2 L *
1 R - obtained
< . .oi e .
> . on . ° e e A « UPPER
S 3 es o e, W CONTROL LIMIT
S 4 2e® .. s :.."' !:-’ oy e ? M @ tati
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o 1 - - ® | 3 : * . : L] : <y @ L hd [ ] ° ’
o T R e : BZ | e < LOWER
4 .e e ¢ CONTROL. LIMIT
(8] .
L2 B
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|||l|llll|ll|l||ln|[r1

5 10 15 20
SUCCESSIVE SAMPLES OF n UNITS EACH

Fig. 3—How quality data from past records serve for starting a control chart used for controlling quality
during production (control of process).

Starting a Process Conirol Chart

In Fig. 3 is shown how preparations for using
the chart for control during production were
made by taking 22 subgroups, each consisting of
five observations, from the quality data recorded
during the period from April 24 to 29 (left-hand
side of Fig. 3). From these data, control limits
were computed to be used as the initial set of
limits for getting control of the process (right-
hand side of Fig. 3). Starting on May 2, points
were plotted from observations made on samples
of # units each, taken four times a day from the
product as soon as it came from the line. The
first 14 points remained inside the control limits,
but on May 5, point No. 15 fell outside the limits,
thus calling for action.

Revision of Control Limits

After a certain number of points have been
plotted on a chart used for process control, the
limits should be computed again on the basis of
the new observations. A decision should then be
taken as to whether the original set of limits
should be retained or revised. This check must be
repeated from time to time and a compromise
must be found between two requirements: the
control limits must be checked often enough to be
sure that they present a reliable picture of recent

conditions in the process and, on the other hand,

each new set of limits must be based on a number
of observations large enough to be duly repre-
sentative. of collective quality. How this com-
promise is reached is a question of engineering
judgment for which no detailed instructions can
be given. However, the standard Control Chart
Method of Controlling Quality During Produc-
tion (Z1.3-1942) gives a series of illustrative ex-
amples which the user will find helpful in this
and other respects, in solving his own problems.

Catch Trouble Early

The quality of any individual unit of product
depends directly on the conditions existing in the
process at the time that unit was made. Since the
sooner we know that something has gone wrong
with the process the better is our opportunity for
adjusting it, the control chart should be kept at
that point in the production process which is
closest to the potential source of trouble. In one
large plant manufacturing fire arms and ammu-
nition, a control chart has been put on every
production machine.

Other Advantages of Control

Wide practical experience has shown that once
the assignable causes of variation have been
weeded out and process control has been attained,
there is no use in trying to keep variation in
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quality within still closer limits. This knowledge
is useful, for example, to the manufacturer who
would like to change from selective fitting to
assembly of interchangeable parts. This change
requires a narrowing of the manufacturing limits.
Without the statistical approach, the only way
to find out if this can be done is by trial. If an
effort in this direction is unsuccessful, the manu-
facturer has to decide whether or not he should
keep on trying. If he does, and finally fails, he is
back where he started from and has wasted time
and money. The control chart method, however,
enables him to decide in advance whether he can
reduce the manufacturing tolerances sufficiently
by adjusting the process in use or whether this
can be done only by making basic changes in the
process.

Maximum Reliability of Samples

When quality is controlled, data from samples
of the product have the greatest possible reli-
ability as a basis of judging current quality. This
fact is important particularly where inspection
by sampling is the only practical way of judging
quality. Without control, there is a greater
chance that sampling results will give a false
picture of the quality of the product at hand,
since each sample must be considered alone,
rather than as one of a consistent series. This may
easily lead to disagreement between the party
supplying the product and the party receiving it
~—whether these parties be a seller and a buyer
or two departments of the same manufacturing
concern. Also, the great reliability of samples
where control exists at a satisfactory level may
make it possible to replace 100 percent inspection
by sampling inspection, with consequent savings
in time and cost.

Supplier-Purchaser Relations

An arrangement of great benefit to the supplier
and the purchaser alike is one in which the sup-
plier uses the control chart method for keeping
control of his process and places his quality
records at the disposal of the customer for the

latter’s information. The customer will then have
evidence of the continuous reliability of the
quality of the product supplied. He may safely
forego rigid inspection of every shipment re-
ceived, since he knows that the supplier, in mak-
ing the product, has already used the most effec-
tive kind of quality control available. All the
customer requires here is to take an occasional
sample to make sure that the supplier has kept up
his process control.

This supplier-purchaser relationship is of great
value, for example, in subcontracting arrange-
ments now widely used in war production work.
Here, the control chart method not only helps
the subcontractor reduce his percent defective,
but also creates a better understanding between
himself and the prime contractor.

Increasing Use of Control Chart

The U. S. War Department is using the control
chart method extensively in the arsenals, and en-
courages its use by private industry. This tech-
nique is thus becoming an important factor. in
the war effort of this country and, also, in Great
Britain, Australia and Canada, where the Ameri-
can War Standards in this field have been
adopted by the respective national standardizing
bodies.

It is recommended that industrial executives
give the American War Standards on Quality
Control their attention and have them applied to
the repetitive processes used by their companies.
Often the inspection data that are being collected
in a manufacturing concern as a matter of routine
for checking the quality of individual units of
product are sufficient for the application of the
control chart technique. These data can then be
used to much better advantage, without in-
creased cost of inspection. In some cases the cost
of inspection may even be reduced. Therefore,
the introduction of the new standards into prac-
tice should be most attractive to those in charge
of industrial operations—especially at a time
when this novel and refined method of quality
control can make a major contribution to the
winning of the war.
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10. Comparison with the Conventional
Theory of Antennae. Radiation Re-

sistance

The papers discussed in the preceding sections
are either old ones (before 1910) or recent ones
(after 1930). This is easy to explain inasmuch as
the more elaborate and precise theory with which
they deal is of special importance in ultra-short
wave technique, and these waves have been
mostly studied in the earlier times (Hertz and
his followers, damped ultra-short waves) or
recently when technical progress made the pro-
duction of sustained ultra-short waves possible.

In the intervening period, interest centered
largely on long waves on account of their very
many practical applications. For such waves, an
approximate theory of antennae was developed;
we will call it the ‘“conventional theory” as
many engineers still use it in everyday work.

The conventional theory starts from a result
obtained by M. Abraham for elongated ellip-
soids: at resonance, the current distribution along
the antenna wire is practically sinusoidal. This
was taken as a fundamental assumption, and
often explained by a comparison with similar
formulae for waves propagating along a string
or for sound waves in a pipe.

From the preceding discussion, this assump-
tion may be checked. The drawings of Fig. 27
exhibit sinusoidal distribution at resonance, but
a very different type of distribution below or
above resonance. Similarly, Fig. 29 shows the
current distribution along a thin -ellipsoidal
antenna; the curve L/A=0.5 corresponds to

* See note at end of article.
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resonance and is practically sinusoidal, while
below resonance (L/A=0.6) or above resonance
(L/A=0.4) the curves differ slightly from the
sinusoidal. The change in the shape of the curve
would be much larger for wider frequency
intervals.

The ohmic resistance of the antenna wire is
neglected, and electric waves along an infinite
wire should propagate with the velocity
c=1/vVeouo (e, dielectric power and ug, permea-
bility of free space). The usual assumption is
that the current distribution along the finite
wire is sinusoidal;

I(x, t)=1,sin @ei‘”, m integer (52)
where I=0 at both ends, x=0 and x=/, and w
is a complex quantity including radiation damp-
ing.tT Assumption (52) would be valid if one
could prove that the velocity of the waves
remains constant and equal to ¢, even near the
extremities, but this is very doubtful. If the
damping is very small, w is approximately

21

© 2w

. mnc
W= —)\——-i-za—

=T A=

+ia, (33)
with a small damping coefficient «, which can be
obtained by calculation of the field radiated at
great distance. This field is proportional to o,
and the energy lost by radiation varies as [o?

and can be written as
W,.=RI? (54)
which results in the introduction of the ‘‘radia-

t See, for instance, J. A. Stratton, Electromagnetic
Theory, McGraw-Hill, 1941, p. 438.



12 ELECTRICAL COMMUNICATION

xgcs)
<§=l
> <> )
<L T —
(M//ﬁ cb)/> (c)§> b —=

Fig. 27—Qualitative distribution of current tn the ninih
harmonic: (a) low frequency; (b) resonant frequency; (c) and
(d) above resonance. (Reincluded from preceding installment
for convenient reference.)

R playing a role similar to a
coefficient

tion resistance”
resistance term; hence, the damping
« can easily be obtained.

An alternative treatment of the problem was
suggested by the author some vears ago.! A
resistance R, in the usual current theory, plavs
a double role: it appears in the RI® term for
energy dissipation, and also as an electromotive
force RI in the circuit. The author proved that
this second aspect of the radiation resistance
could be obtained if the field along the antenna
were computed by the use of retarded potentials.
The theory seemed appiicabie in practice, but
S. Schelkunoff ¥ recently advanced a trouble-

FranIInIiie arolirneant s an tha af
the suriace

A
SULIIC dalidl 1HZECIIUuUUS dlé’ulllcllL ulLr

of a perfect metal, he noticed, the boundary
that the electric field be

condition

T‘Pﬂ”lI‘F‘Q

normal to the surface. Hence, along a straight
wire antenna, there can be no longitudinal
component of the electric field and no radiation
resistance R term! Since a very important point
is involved, let us examine the theorv in some
detail and see what sort of an approximation it
represents. The method is the following (Strat-
ton 7 p. 438, p. 455 or Brillouin 1) ;

In the circuit of Fig. 30, call s a length meas-
ured along the circuit. For the sake of simplicity

1a
et us ulDL IICSICLL LHC UldlllCLCI Ul Lllt‘ Wlft,, arn

approximation that will be discussed subse-

quently. Let Iy be the cu d by

ammeter, which should preferably be placed
Call

adil

e
8y
.

m (qnhnnrip\

;;;;; ORAC ).

where the current is

maximil

i(s) the current at position s and o(s) the charge
density at the same place.
apply the elementary formulae of circuit theory,

the self induction L and the capacity C are
defined as

In attempting to

cIinptl

. ,
sere=te [ [nBD
BT o r
=K [ fm cos l9didi . (55)
8w J
2 (" dsds’

2C SWGOJJUU r, !

where 6 is the angle between the circuit elements
ds and ds’.
These elementary formulae vield the well-

known L and C coefficients of the circuit. They
do not give anything like a resistance term. Here
it must be recalled that this theory applies only
at low frequencies and to circuits with dimensions
extremely small compared to the wave length.
As a matter of fact, the derivation of eq. (55)
implies neglect of the very short time which is
necessary for the propagation of the fields from
ds’ to ds. With this approximation, the electro-
motive forces induced by one circuit element ds’

out of r\]ﬂqco with the

exactly
with the

on anothear Ade
tiy out 1S

current. Their sum over the whole circuit yields
the usual L(di/di) and (1/C) f1d! terms.

But when high frequencv oscillations are
involved, these elementary calculations can not
be used without some corrections. The field
propagation from ds’ to ds takes a small but finite
time; hence, the electromotive force will no
longer be exactly out of phase, but slightly
advanced as shown on Fig. 31, and will yieid
components in phase wrch the current 7. This is

avanlanation ~F +tha o
iuusu €Xpiaiation o1 i€ O

igin of an
electromotive force in phase with the current,
which is the radiation resistance term.

A more precise calculation is possible by the
use of ‘‘retarded potentials.” When the current

distribution #'ds’ and the charge distribution

a very

P——
.‘.’/xul/ ﬂ\
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+
]
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—~f =8 6 5 ® 0.2 % 6 .8 7

1

Fig. 29—Current distribution as function of w for thin
ellipsoidal antenna.
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Fig. 30—Analysis of the field distribution near an electric
circust.

a’ds’ are assumed, the retarded potentials at any
point around the conductor are given by the
formulae

SIRE N
Scalar potential ~ V(P)) 2416‘J : rds_’
T €0/ i

. e (1S ‘

Vector potential F(Py) =i " (56)
3 i

... [__7;1

¢

The asterisks mean that ¢’ or ¢ must be taken at
the time ¢—ri/c¢ if one wishes to obtain the
potentials ¥ and F at P, at the time £. When
these potentials have been obtained, the electric
field & and the magnetic field I{ at P; are given by

= oF
h=—grad V_E
AV OF, .
= T a (57)
- _OF. 9F,
y.gH——rOt F uon—“@‘ 9z

These formulae apply for any arbitrary point P,
in space; they can be used to compute the field
at P, ds, and they give the rigorous expressions
for the field, including the effect of finite velocity
of propagation ¢, which is taken into account in
eq. (56).

Neglecting the time delay due to propagation
(as was done in (53)), the stars may be dropped

from eq. (56) so that, for the whole circuit,

Electrostatic energy = % f V(P)ads

1 f f Mdsds’
_87I’€(). ge ¥ !

~ (58)

Electromagnetic energy = ; J (F-1)ds

Mo : 3, dsds’
~87rff(1’ Y r

which is the same as (55). If, in addition, the
current is assumed constant along the whole
circuit, the self induction is

. "y
Lz‘uij f cos Bdéds ,
4 r

a well-known formula due to Laplace.

I=i=i'  {59)

du
L 3t

b ¢

,,\/,

3
4
»

e R Mb

Fig, 31—Phase angle of the different terms.
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In these first and very crude explanations,
the finite radius of the wire was not considered.
This proves a serious omission since # becomes
zero when ds and ds’ are just near each other
and (eq. 59) consequently yields an infinite self
induction.

Thus the first thing we learn is that it is
necessary to make provision for the finite radius
of the wire. The second is that the correct
equations (56) (57) including the finite velocity
of propagation ¢ must be applied in order to
derive the terms ‘‘radiation resistance.”

11. Elementary Theory of the Rectilinear
Antenna

Retarded potentials are especially useful when
the charge and current distributions are known
in advance since they immediately give the field
distribution in the whole space according to
Maxwell’'s equations. The same formulae also
can be used when the electric charges and
currents are not given “a priori”’ but must be
determined afterwards on the basis of additional
conditions.

Let us discuss a problem of the first type,
representing a classical approach to the theory
of a rectilinear antenna. From the general dis-
cussion of the preceding sections, it will be
assumed that the current distribution, along the
antenna wire, is practically sinusoidal when- the
antenna vibrates with almost sustained oscilla-
tions (including the case of free oscillations when
the damping is very small) in the immediate
neighborhood of resonance. If the antenna is a
very fine wire of radius ¢ and length [, extending
from x=0 to x=/, the hypothesis of equation
(52) yields

I=1(x)ett=1],sin @ei‘”, m integer (52)

w is real for sustained oscillation ; it may contain
a small imaginary component in the case of
damped oscillations.

As a general rule, when the current distribution
is known, the charge density distribution results
trom the equation for conservation of electricity.

_90_ol
9t ox'
_tdI(x) ... imm mrx ...
o= ¢ -—;)TIOCOS 7o (60)

It should be noted that no account is taken of
the capacity of the flat terminals at both ends of
the wire, an approximation only justified for
very fine wires when the ratio e/l can be neg-
lected as compared with other terms of the order
of magnitude of 1/Q (eq. 11). This corresponds
to M. Abraham’s approximations for very long
and thin ellipsoids.

I and ¢ being known, the retarded potentials
(56) may be formulated.

a.*=o.<t_f\)=o_ev—iw(-r/c), I*=Ie-iw(r/c)’ (61)
z ‘
where 7 is the distance between two points

located at &’ and x along the antenna; r= |x—x'|.
The potentials at x are

1 fo* () d'

I/(96)2471"60 0 4
. ¥ N oiwlr]
T o[ ) el 62
Cdrew jo ax’ 4 da’,  (62)
—iw(r/e)
Fx(x)=2—3rei‘” I(x')e ; x;

the vector potential has only an x component
since the current everywhere flows in the x
direction,

The electric field along the wire itself can now
be computed according to (57). As a preliminary,
the finite radius of the wire must be considered
in order to avoid the infinity due to the 1/r
factor. This is a rather delicate problem when
discussed rigorously, but it finally amounts to
the following :

1 —iw(r/c)

, must be replaced

by a function G,(r) (63)

which behaves like e=*/9 /¢ for large values of
7 and takes a very large value for =0 in such a
way as to yield finite integrals. This is a purely
mathematical problem, discussed later;

I
Tl — ¥ iwtfiI_ ’
Vix) 4”0we ) ax,G(r)dx ,

l
Fa(x) =Z_"eiwt f I(x)G(r)dx', (64)
u 0
2 2
=2 = wPequo= 41;

c? A2
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Hence, by (57),

oV 9F.,

S T T

ie*‘”‘f a1 3G
" drew ax’ dx
+k2~[(x’)G(r)}dx’. (65a)

Here G is a function of (x—x') as r=|x—x'|;

consequently,
aG oG ,
Integrating G by parts
oz |
hal) = 47r {_ ‘ G(r) @ =0

N f [ 2L [(x’)JG(r)dx } (66)

According to the usual assumption (52), reso-
nance on the m harmonic signifies that

mw _, 2w 2 Ny oo mmx
—l———k-——}:, }\-n«l, I{x") =1, sin T (67)
which cancels out the last integral. Thus we

finally find a longitudinal electric field along the
antenna:

(h=7)

SINce
mw mvrx’ OLT;’E or =
Ew [‘J[ T T [0@(—1)’" =1

This is exactly the formula given by Stratton 7
(P. 457 eq. 76a) but for a change of sign ; Stratton
uses —iwt in the exponentials, hence ( —¢) instead
of (+1%) and the replacement of G by e ™*"/r
according to (63). The present calculation is
much quicker than the one given by Stratton.

How can this formula be applied? Here is the
point where we must consider the very funda-
mental remark of Schelkunoff: if the antenna
wire is an ideal conductor, we know that there
must be no tangential electric field along the
wire. We can, however, use the result (68) in
three different ways, the first of which is rigorous
while the other two are only approximate:

I. In order to sustain continuous oscillations
on the antenna under resonance conditions (67),
it is necessary to add an external field %,” which
compensates the field (68). This external field
may be produced by an external incident wave
(of a very arbitrary type indeed).

The additional field 4. gives to the antenna,
per second, just as much energy W as is radiated
by the antenna at great distance:

ror—i

Byl = —he W= %Re J h;f(@dx:%RL,‘s, (69)
p=0

where the sign ~ means “imaginary conjugate”
and Re indicates ‘‘real part of.” The R term in
this formula is the radiation resistance for the
antenna at resonance on the mth mode. This
result is perfectly rigorous, provided the %, field
can be created along the antenna.

II. The field k. has a very peculiar distribu-
tion along the antenna, and to obtain exactly
the desired field distribution would be difficult.
What we can do is to use a field 4, giving to
the antenna just the right amount W of energy
per second, but with a different distribution
along the wire:

hz” # hx,!

W=%Re J hm’fdxzéRe IzT"fdx=%RIgz. (70)
If this condition is fulfilled, the sustained oscil-
lations w are maintained in the antenna but, as
a result of the difference between 4’ and %', the
current distribution will be slightly modified and
may differ from the sinusoidal curve (52). It
will be shown later that the change in current
distribution is actually very small when the
ratio ¢/l of radius to length of the antenna is
small.

The above covers both the receiving antenna
(case B §1) and the transmitting antenna (C §1).

[IT. How about the free oscillations (case A
§1)? Here no external field is added, but an
exponential decrease of the oscillations must be
assumed. This means a complex

w0 =orFia, k=%(wr—}—-iw2~). w small. (71)

The small w, correction is not sufficient to- justify
making the longitudinal field %4, of (66) exactly
zero all along the antenna but this may be



16 ELECTRICAL

COMMUNICATION

realized as an average, so that the condition
1 = -
W=§Re hldx=10 (72)

is satisfied, showing that the antenna does not
receive any energy from outside. Condition (72)
vields the damping term w; of free oscillations.
Again, as in the preceding case, there will be a
correction for the current distribution, but it
will be very small for fine wires.

In order to complete the discussion, we must:
a—compute the radiation resistance R of (eq. 69)
b—justify the assumption made in Cases IT and

I1I regarding the smallness of the correction
for current distribution.
Computation of the Radiation Resistance, from
(69), vields
—

Arec,

R=Re

H
[, (~D)mG{I—x)

~G(x)) sin kxdx. (73)

Here it is permissible to revert from G(r) to
e~ /y as in (63) since, in (73), the 1/# term is
infinite only for x=0 or x=1/ and, in both cases,
sin kx is zero and the infinity is avoided. This
means that the radiation resistance does not
depend on the radius of the wirve, at least lor fine
wires and at resonance, a very important con-
clusion inasmuch as other quantities do not
show the same characteristic. Hence, in (eq. 73),

_cos kx—1 sin kx

G(x\) T
x
Re(—)(— )"Gl—x) = (—1)rriSn =)
I—x
_sin kx
T l—x’
s sin kx
Re(1G(x)) = pa
and
o1y L
R—m‘f(: (7——IX+:\;) sim- kxdx
i by &in? By
2 sin kkdx (74)

drenc. ) X

1 f " —cos 2kx
= dx,
ety X

which vields the well known ‘“‘cosine integral”

Ci(2kI).

R =30(log 2mmy— Ci(2mw)) ohms

2kl =2m=n
1 =30 ohms (75)
4:71'6()6
y=eg=17811

C=TFEuler-Mascheroni constant

as in Stratton (P. 444, eq. 19-22 or P. 460 eq.
91). R represents the exact counterpart of the
energy radiated at great distance.

Since the radiation resistance at resonance
does not depend -on the diameter of the wire, it
is also independent of small changes in the shape
of the antenna; for instance, the change from
cylindrical to ellipsoidal shape. As a matter of
fact, the radiation resistance at resonance for the
successive harmonics #, as given in (eq. 75),
vields results identical with those obtained by
Ryder for ellipsoids (see eq. 32).

Fig. 32 shows this radiation resistance at
resonance. The method outlined does not allow
for the computation of radiation resistance
between successive resonances; the theory is
based on the assumption of sinusoidal current
distribution (52), which holds only at resonance.

The radiation resistance computed for case 1
is certainly correct, but case I is a rather artificial
one. In cases I1 and TII, the result should be
only approximate. An inadequacy involving these
two cases remains: the field %, as given by (68)
becomes verv large at both ends of the antenna
when x=0, x=[ or r1=0 or r.=0. An exact
computation even gives a logarithmic infi-
nite value (see next section, eq. 81); further,
the effect of both flat end surfaces has been
neglected. These factors, however, drop out of
the practical computation of the radiation re-
sistance, but may alter materially the current
and charge distribution near the ends of the
antenna wire.

12. 4 More Rigorous Theory—Comparison
with a line of finite length or with a
tuning circuit

The success of this elementary theory must be
considered as strictly limited to very fine and
long antennae (ratio a/I negligible) operated at
resonance. The reason it applies is that our first
assumption (52) of sinusoidal current distribu-
tion autoematically cancels the integral of eq. (66)
and just one simple term remains.
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Fig. 32—Radiation resistance of a linear antenna al
resonance.

The integral is the most important term in
(66) because it contains the function G(r) which
becomes very large for r=0 (x=x"). If its two
terms would not cancel each other, the result
would be much larger than the term retained,
and it would be impossible to compensate for it.
Similarly, problems I and III could be discussed
in the approximate manner of the preceding
section since the sinusoidal current distribution
is very stable as regards small perturbations.

In considering these general remarks and
attempting to formulate a more satisfactory
theoretical basis, we may proceed as follows:
assumption as to

Disregarding any ‘‘a priori”

current distribution,
I{xty=1(x)eit (76)

may be written instead of (52). The unknown

function I(x) is determined afterwards from the
boundary conditions stated in each tvpe of
problem. We then proceed exactly as in equations
(60) to (66) and again obtain (66) :

c')[(x’) [ @l

14'—0

ho(x) = — jeiwt {

47regw

Glr)—

‘)21 y. 4 V 3 ’ P X T
+L [é?é+kzl(x )JG(}')afx} (77a)
r=|x—x'|

giving the longitudinal field component along
the antenna wire at point x. This %, with the
external field #,” added to it (driving field %.”)
must. give zero on every point of the antenna
since the antenna is assumed to be a perfect

metal. Consequently, our fundamental and
rigorous equation reads:
—he=h,’ driving external field. (77b)

These rigorous equations {77a and b) are satisfied
in Case 1 of the preceding section (eq. 69).
Cases 11 and III can be stated as follows:

1I—a Receiving antenna, incident wave polar-
ized parallel to the antenna

b, = Eeiwt,

II—b Transmitting antenna:

b =0 for 0<x<l2 or lb——zeéx§l
V. I— I4-e
! piwt ; S—
b ¢ for 3 f<x< 3

corresponding to an antenna energized at the
middle point, across short strip e, thh driving
potential V.

III—Free Oscillations

he =0

w=w,+iw;

evervwhere,
complex.

Remembering that G(r) is very large for r=0,
we note that in (77a) the integral is by far the
most important term at every point ¥ except
x=0and x=/. The method used in the preceding
section amounts to the following: First, make
the integral zero, necessitating sinusoidal current
distribution (52) since 92[/0x"*+k*[ then be-
comes zero. Second, treat the remaining term
(68) as a small perturbation, which will slightly
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modify the current distribution, and result in an
average as a resistance term, the ‘“‘radiation
resistance’’ as computed in (75).

Let us now try to compare the fundamental
equation (77) with the conventional line equa-
tions. We first rewrite (77) as follows:

1 "]
dx’ 2

G(r)d«' —i—w"“o f IxHYG(r)dx'

P

——’iwh’xe—i‘“. (78a)

(f)

47!’(:0

This may be compared with wave propagation
along a conventional line, with Ldx and Cdx as
self induction and capacity per length dx;

18I

c 5@+w2LI(x) =E(x),

(78b)

1 . .

v=—=(wave velocity)

LC i

where E(x) represents an external field applied
along the line at x.

Comparing equations (78a) and (78b) term
by term, we obtain a physical picture of the
meaning of (77). This picture should not be
unfavorable when the radius a of the wire is very
small, so that G(r) exhibits a very high maximum
at r=0. Both integrals of (78a) could then be
approximated as

1. B . mB
C 4re

14
~E, B=fosdx, (79)

with
f FENG(x— s | )i’ ~ Bf(s).

The wvery" strong maximum of G for x=x«'
practically permits this approximation. Thus the
“equivalent conventional line” would exhibit
very large L and 1/C coefficients, justifying the
qualitative explanation given at the end of the
preceding section.

This comparison is, however, not very satis-
factory and should not be used for more than a
rather crude visualization of the real facts.
Many authors have been misled by attempts at
treating antennae as some sorts of lines, and
such procedures are hardly to be recommended.
A better comparison could probably be achieved
by computing the seli induction L, and the
capacity Cy of an equivalent resonant circuit by

the relations (similar to 58) (64)

1

ELOI(F:%Re f Pl () dae

=%Reffl(x')G(r)f(x)dxdx’,
178 1 f - :
-2- C()OJQ—ZRe Vedx

[
ffaIG iy
81reow

The smaller the wire, the larger G and the self
induction L,; the radiation resistance remains
practically constant (eq. 73-75). Hence the
damping decreases as R/2L,, which is exactly the
result obtained by M. Abraham for elongated
ellipsoids. This may also be explained as follows:
For fine antennae, the amount of energy radiated,
per second, at great distance, is practically
independent of the radius of the wire. But when
the radius is very small, there is a large amount
of electromagnetic energy accumulated in the
field, just near the wire. The ratio of energy
radiated to energy stored in the local field is
low, which means small damping.

All this discussion shows the very limited field
of application of the elementary discussion
summarized in §11. It must be considered as a
first approximation, valid only for extremely
fine wires, used at one of their resonance
vibrations.

In order to complete these remarks, let us
indicate briefly how the function G(r) of (63)
can be obtained. Its expression would be difficult
to compute for low frequencies where the skin
effect is not very marked. At very high fre-
quencies, one can assume that the current flows
only along the surface of the cylindrical wire, and
G(r) results from an averaging '* over two cross

(80)

Xx=0 X= L

Fig. 33—Interaction between two points P—P’ on a
cylindrical antenna.
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sections located at x" and x=ux"-+r (Fig.
This yields

33).

p=PP

27 ik
G(”)zzlf : kpd% pP=r"+2a*(1 —cos ¢). (81)
Ty P

Approximate expressions for G can be worked
out for very fine wires; they show that G is
logarithmically infinite for r=0, a circumstance
that removes the difficulties in the computation
of the integrals * but may still prove trouble-
some as to the role played by both end-surfaces
(see end of section 11).

Let us again consider the fundamental equa-
tion (78a). The first term on the right hand side
is the same as (68) if, for the first approximation,
the sinusoidal current distribution (52) is used
for an antenna oscillating on its mth mode of
vibration. This correcting term plays the role of
an additional series impedance Z'(x) at each
point x of the antenna

al(x)|==!
ox’

4repwd (x) [

—1

Z'(x)=

G(r)

EdE)

[(=D"GU—x)—G(x) ). (82)

" Arec sin kx

Use is made of eq. (68) for the actual

computation. Except in the immediate neighbor-

hood of both end-faces (x=0 or x=/), ¢ may
be replaced by

e~k"  cos kr—1 sin kr
Glr)~ e ¥

and

7 cos k(l—x)+sin k(I—x)
(l—x) sin kx

4 — _1__ — m
2'() = Amc[( ym

1 cos kx+sin kx|
x sin kx

Since for the mth mode of vibration

(=)=t gin k(l—x)=sin kx

(=)=

kl=mw
cos k(l—x) =cos kx

111
Z('x)_41reoc[l——x x

+1 cotg kx- (é_l—lx\)]
=R'(x)+iJ'(x) (83)

* As is well known: [ log rdr=rs(log ro—1) is finite.
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which may be interpreted as vielding the distri-
bution of radiation resistance R’ and radiation
reactance J’ along the antenna:

R,=30(ié_~+_1_> = ?gl 5 ohms;
= x;l ;( o (84)
—2x
LA ~ - —_—
J' =30 cotg kx =)

These formulae were obtained by Pistolkors 1*
and tested experimentally by Schelkunoff and
Feldman.!s They check rather well with experi-
mental results. It must, however, be noted that
both R’ and J’ are infinite at both ends of the
antenna. This proves once more the importance
of the role played by both end-surfaces, a point
mostly overlooked even by very recent authors.

As an example of experimental results from
radiation resistance formulae, the diagram of
Fig. 34 shows how the experimental points fall
in the neighborhood of the theoretical curve.
The figure is taken from a paper by S. A.
Schelkunoff and C. B. Feldman * that also
contains an interesting theoretical discussion.
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13. Systematization of Methods of Retarded
Potentials

The preceding section shows definitely how a
rigorous theory of the cylindrical antenna could
be worked out. Starting with an arbitrary
current distribution along the antenna (76), the
field in the whole space is computed by the use

Tlhan nra +alac the Sald
1 HCIE OHC LdKCS LT 11T

e ] PRpIISGE.SS |

of retarded potentiais.
on the surface of the wire and formulates the
necessary boundary conditions: for ideal metal,
the tangential field must be zero; for actual
metal, the well known superficial impedance may
be used (see for instance Schelkunoff,'® eq. (16)).*
This yields an integrodifferential equation the
solution of which is necessary for finding the
actual current distribution I(x) along the an-
tenna, introduced at the beginning as an un-
known function {76). In addition, the external
driving fields should be taken into account in the
case of receiving or transmitting antenna, as
explained after eq. (77b).

The method was proposed long ago 20 and
used by many authors, Some fundamental diffi-
culties, however, require explanation.

In the preceding sections, no exact considera-
tion was given to the role played by the end
surfaces. It was simply assumed (eq. 52) that
the current was zero at both ends of the wire.
This is too crude an approximation, as can be
readily understood.

An actual solid cylindrical antenna must be
terminated, at both ends, either by flat cross
sections or by some sort of rounded surfaces
(Fig. 35). These end surfaces exhibit a certain
capacity I' which is, roughly speaking, propor-
tional to the radius a of the cylinder;

T'=Ka (85)

the coefficient K depending on the exact shape
of the end-surface. This end-capacity takes a
charge

Q=TV=KaV (85a)

where 7"=potential of the end-surface and plays
a two-fold role. First, it needs a non-vanishing

* Page 522. The boundary conditions for an actual metal
are:

hr=21, 2

surface impedance of the wire,
I(x) total current,
g-# conductivity and permeability.

_ 1 Jien

A g’

current at the end of the cylindrical wire:

+,x=1

T, 9

f=:l:%%)=:}:in=:I:inaV {
Second, the charge Q on the end-faces necessi-
tates a corrective term in our field equation.
Assuming that one can, as a first approximation,
ignore small currents along the rounded end-
surfaces and compute the potential as if the
charge were concentrated at the middle points
P,, P;, the additional retarded potential at a
point P would be

e——ilcn Ql e—ikr;g
¥y 47!'60 I8
Ka I,,’O[e—ikn e-ik'r‘z
2

+(—1)"

71 t

Sl e

|

T dreg
mode m

Q1= (—=1)"Q,

Vi=(—1D)"T,

Vo is the potential at x=0. This additional
contribution to the scalar potential at P results
in a further term for the electric field. What we
are interested in is the electric field 4, along the
surface of the wire. We have already computed
in (77a) the most important part of the field,
which is due to the charges and currents on the
wire. If we now add the contribution of V(p),
aIlt
G(r)éz,‘

__ieiwt
kx B 47I'GQQ { - [ 0

| 021 ,
+ f [ ax,2+k21J G’}

Kal, 0 [etn L€
47!'60 aIXI: 71 +( 1) 72 ] (883)
rd=x2+q?

ro¥=(l—x)*+a?

the fundamental equation corresponding to
(77b) is
—h.=h'

driving field. (88b)

Hence this attempt shows the need for two
corrections: eq. (86) instead of /=0 on the
end-faces, and the additional term in (88a).
This treatment, however, is not quite rigorous
as the computation of the coefficient K in (85)
does not appear very easy, and the assumption
made in deriving (87) regarding charge concen-
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o
o

X=0 X= 7

Fig. 35— Action of the end surfaces, and field created at
point P.

tration is nothing but a rough approximation.
More comprehensive rationalization along these
general lines, however, has been attempted (see
13, 11).

The best way to indicate the importance of
these corrections is to take some examples where
they are not needed, and to show that these
problems exhibit very exceptional features.

Let us assume, for instance, that the wire is so
fine that the end capacity can reasonably be
neglected :

a—0, T'—0

The corrective term in (88a) drops out, and the
condition at the end is again I=0. As another
example, consider a hollow cylinder with finite ¢
but no end-surfaces, which should make K =0,
at least at the limit of infinitely thin cylinder
walls.

In both cases, the complicated G(r) functions
differ materially but may be eliminated by
suitable transformation, thus enabling us to
discuss both problems at once. Assuming no

external driving field, i.e., free vibrations of these’

antennae, (88a) reduces to (77a) and yields
a2
f [%—I—kﬂl(x’)]Gﬂx—-x'{)dx’
o LO%

—ct-(%) +66(5) -0

I=0 for x=0 or x=] (89)

74 w91 ' . .
<;97c) . (=1 (ax)o mth mode of vibration.

Here we introduce a function & of variable &
with the definitions: :

8(§)=0 for £<0 or &>a
3= 0<i<a (90)

If @ is very small (or even if a—0), then the
following property for any arbitrary function f(x)
which exhibits only slow variation obtains:

® t=rta
[ rose—sae=1 " roas

=éf-(;c§a—>f(x) if a0 (91)

With the help of this § function, integral equation
(89) becomes

S ottewp| 2L paeren+ (2 )a<x'>’

(- 1)m+1<‘”> s(—x de —0 (92)

since, for instance,
fG(]x—x’[)&(x’)dx’=G(}x—0[) =G (x).

This integral equation (92) is obviously solved
for all values of x provided the bracketed portion
can be made equal to zero.

62I(x’)+k T(x')

+(3) L6+ (= pmia=2)]=0 (03)

is a differential equation which is not very hard
to analyze. The term with the § functions is
zero all along the wire but for two very short
sections at both ends, namely,

Cox)+(—1)m+15(l—x") ]

1 4
= 0 a<x'<l—a II (94)
(=07 L iagwqr

The problem now involves using a sinuseidal
current distribution in the interval IT and joining

I | SINUSOIDAL |
|
l/i/\ |
|
u b ﬁwL

X=0
Fig. 36—Current distribution along the antenna (very
fine wire or hollow cylinder).




TT LRCOCTRICAT e
J RN IR AR W B A O O Y 1 O ™ L

Do
no

<

NN MITNTCATTO
U VL Vi U iN 1 L a1 0 UL

it with the solutions obtained in the two small
sections I, III, at both ends. The solution is
easily obtained ; the resulting current distribution
is shown approximately in Fig. 36. In the short
sections I, III, the curve is slightly perturbed;
at the limit a—0 this perturbation wvanishes
completely. Strangely enough, the bracket with
the two & functions in (93) thus plays an insig-

““““““ ~T A A dlhn aalisdinn da avantlyy tha
lllllbdll L I UIC, ana Ll € SOoL1UTion 1s caacily Lc
elementary one
. mwx mr <
I=I()SII1T, k=’T=Ey (9‘5)

as in (52). Hence, the problem of free oscillation
yields a real w value with no imaginary term,
i.e., no damping.

This is a well known result (M. Abraham,
1898!) for the infinitely fine antenna, the physical
meaning of which has been discussed in §12
following eq. (80). For the case of the hollow
cylinder, the explanation should be similar. The
radiation resistance is still finite; hence the
energy radiated per second is finite, but there

Note
Let us con51der the first interval 0< x’ £ a where solution

ol
69",2 b= (.5;.)1'='J.

Ab u:quucu Ul ali tqud.uuu

The solution is obv10usly a constant D /k% plus a sinusoidal
function of kx’ which may be written
ol

ax’

+ Rl =

sin (kx'4)

)= sin ¥

D
k2 “Fsmd cos (kx'+), =D

\

(59)...=

I must be zero for x'=0;

as it should be,

hence,

tan ¢y =ka, y¥—0 as a—0,
and
Ik

n
y 2

cos ¥ —cos (kx'+y¢)

sin ¢

(k') —
2y
kzx

—I—k«c ~k(—+x )

after expanding the cosines of ¥ and kx’'4, both small
quantmes Thls shows that at the end of the interval I is

still small and 8I/6x has doubled.

x'=0, x'=q,

3 leg ’\
I=0, I=3Da, I_D(2—+x),
I _p ¥ o _p(¥+1)
'~ T A T aw “\a +1)

These results justify the statements above. A similar
treatment applies to the other terminal near x'=/.

must be an infinite amount of energy stored
near the hollow cylinder because of the infinite
electric field on the sharp edges of both terminals.
The second problem is certainly of less practical
importance since realization of such an antenna
would mean building a hollow pipe thinner than
the skin-effect layer!

14. Methods of Oseen and Hallen—General
Analysis

The methods of Oseen ' and Hallen ¥ are
practically the one of §§12, 13, but these authors
utilize a different G function definition which
must be discussed very carefully in connection
with the difficulties emphasized in the preceding
section concerning the importance of the role
played by the end surfaces.

In order to make provision for the finite
radine of the wire (63) a

radius of the wire, (63) a
function G, which represents the average of
(1/p)e—%» for points taken all around the cross
section at x’ (where the current actually flows);
the potentials were considered at a point « with
r=]x—«'|. In deriving the G formula (81)
(Figure 33), two essential facts were taken into
account:

weo introduced in
w ndiuuiCu

I —For ideal metal, currents and charges are
located on the surface of the conductor
(at &) ;

IT—What we need is the field on another point
of the surface of the conductor (at x), in
order to substantiate the statement that
this field has no tangential component
(ideal metal).

The function G, obtained in this way, is a
rather intricate one, hard to manipulate numeri-
cally. Oseen and Hallen simplify the problem
by making two important assumptions:

\
12— (ao— a?\2 L y2 2 1 2
. r?=(x—x')2+a*=r24a?, (96)

J

These simplifications will be discussed together.
As will be seen, the error introduced by B is
partly compensated by A, a very curious coinci-
dence which must be clearly understood.

The difficulties connected with assumption B
were explained in the preceding section. Let us
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Fig. 37—Field distribution and end surfaces, assuming
Oseen’s viewpoint.
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Fig. 38— Field distribution and shape of the antenna,
according to Hallen's viewpoint.

now examine the approximation A. Oseen takes
the following point of view:

Instead -of considering the actual current,
which flows along the surface of the wire, he
computes an ‘‘equivalent fictitious current’”’
which is supposed to flow along the axis of the
cylindrical wire. He consequently justifies for-
mula (96-A) by the assumptions:

Charges and currents along the axis, at x!
Field observed on the cylinder of radius a, + (97)
at x.

Obviously, the “equivalent” currents and charges
along the axis may differ materially from the
actual currents and charges on the cylindrical
surface. Further, there is the fundamental ques-
tion, whether the electromagnetic field, created
around the antenna by the actual superficial
currents, can always be obtained by a convenient
choice of fictitious axial currents. This question
remains open. It probably can be answered
affirmatively for fine wires, but not for sizable
wires. .

Hallen assumes a different viewpoint, and
works with the actual superficial currents, but
computes the field on the axis rather than on
the surface of the cylinder:

Charges and currents on the surface of the
cvlinder of radius «, at &’

Field computed on the axis of the cylinder,
at x.

(98)

Here the approximation is clear. When the
longitudinal field is zero on the axis of symmetry,
it is still very small (of the order of magnitude a?)
on the cylindrical surface ¢ of the wire. Hence
the rigorous boundary condition for the field
has been replaced by an approximation, which
should hold good for fine wires.

In order to visualize the difference between
these two interpretations, the qualitative shape
of surfaces, orthogonal to the electric lines of
forces, has been sketched in Figs. 37 and 38 for
the Oseen and Hallen cases. With the Oseen
method, the complete metallic surface is an exact
cylinder of radius @ and length /, completed by
two rounded ends, the precise shape of which
could be obtained from drawings of the field
distribution, The shape of the end-surfaces would
be different for each mode m of oscillation.
Following the Hallen procedure, the exact shape
of the conductor resembles a sort of long ellipsoid.
In both cases, the total length is [+2d, d being
the length of each rounded end, a quantity of
the order of magnitude of a.

All the practical applications of Hallen's
method have been computed for the case of fine
wires, where the ratio @/l can be neglected and
the method is valid. It should be emphasized,
however, that it applies only to solid cylindrical
wires, with rounded end-surfaces. One should not,
therefore, be surprised that the results appear
very different from those obtained for the hollow
pipe, discussed in the preceding section. \

It is also to be anticipated that an exact
treatment of the solid cylinder with flat ends
might yield different results. This case has never
been rigorously discussed. Such a structure pos-
sesses sharp edges at the border of the two
terminal cross sections, and may very well exhibit
difficulties similar to' the hollow cylinder. An
attempt at a rigorous theory ** shows that the
problem is difficult. If one tries to use the Oseen-
Hallen methods for thick cylinders, the problem
arises of how to improve the results, but Oseen’s
interpretation should be easier. One should first
draw the exact shape of the rounded end-surfaces,
then it would not be difficult to calculate the
actual current along the cylinder. From the
magnetic field A, on the cylindrical surface, the
current density ¢ immediately results (Ho.=%,
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rational units) and the total current

I=2nai=2naH, (99)

It should be emphasized that the second condi-
tion (96B) could probably not be maintained.
In order to satisfv exactly the boundary condi-
tion along the cvlinder ‘0<x </, currents may
be required along the axis, from —d to /4d.
This is suggested by Fig. 37.

Both Hallen and Oseen discussed possible
applications to actual metals (of finite con-
ductivity) and to different shapes of wvariable
cross section. Due to the difficulties still re-
maining in the preceding problem, such exten-
sions appear rather premature.

15. Methods Available for Solving the Inte-
gral Equations

Once the fundamental assumptions of Oseen
and Hallen are accepted, the problem is to find
practical methods for the resolution of the inte-
gral equation, which is the same as (77a and b)
but with (96) for the function G(r):

1
j(: [ggg +k21 (x’)] G(r)dx'
/ol ‘ ol

= —idmweqwh,’ (x)  (100)

where k=w/c and %, (x-£) =k, (x)ei*? is assumed
for the driving field %,” applied to the antenna.
This is practically the same equation as (89)
but for the right hand term. The results, how-
ever, appear very different, because of the
assumptions (96A and B) discussed in the
preceding sections,

The solution of eq. (100) can be obtained by
different methods, all of which should be used
and carefully compared as they rely on different
systems of approximations.

A method of successive approximation has
been proposed by the author ® but not vet tried
for actual computation. It would probably yield
the solution as a Fourier series expansion :

IxN=2A,sin kx', k,=—. (101)

Another method consists in starting from a
Fourier expansion (101) and substituting directly
in the integral equation (100). This second

method has been used by Francis Perrin * for
systematic computations. It gives good results,
leads to mathematical problems of standard type
and well established methods of approximation.
Substituting (101) in (100) and performing the
x' integration, one first obtains an expansion

YA [®,(x)+ (— D) E,G(—x)+E.G(x)]

= —idrewh, (x). (102)

The 4, coefficient is of course complex, and the
integral ®, can be expressed in terms of integral
sines and cosines. The integration proceeds along
the same lines as (75) or (82). The next step is
to multiply both sides by e**»* and to integrate
again from x=0 to x=I, a procedure which
simply amounts to analyzing the driving field %,
in Fourier series terms. This yields an infinite
system of simultaneous linear equations of the
standard type

ZA anm :Dmy

Hmn:f [¢n+(—1)"+1knG(Z;x) (103)

kG () Jeimade,
D= —idmenw f Tleitmedy.
n

The matrix coefficients H,. and the right
hand terms D,, must be computed for each model
of antenna. A practical solution of eq. (103)
can be obtained by keeping only the first few
terms of the expansions. One may, for instance,
take

reducing the computations to ten numerical
coefficients since the 4 , terms represent complex
numbers. Inasmuch as equations of type (103)
occur very frequently in problems of applied
mathematics, numerical methods of solution
have been very carefully considered.

The method followed by Hallen and R. King
is different. It can be better explained by first
noticing some interesting facts involving the
behavior of the potentials on the surface of
cylindrical antennae. There are only two compo-
nents for the potential: the scalar potential V
and the F, component of the vector potential

* A paper written in 1940 and not published.
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salidity makes it applicable to the
tarded potent1als, derived above.
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contain 6, the second term is zero. Turmng now
to the first term, we wish to prove that it is also

zero. This will be easier if we assume the point
of view of Oseen [(96) and (97)]. Referring to
eq. (57), in cylindrical coordinates, we notice that

L Al
Of,

woHy=—

Further, 2mpH, is the contour integral of H,
along a circle of radius p around the antenna.
This is, according to Maxwell’s equation, equal to
the flux, through this circular area, of J+dD/dt,
J being the current density and 9D/t the

displacement current. But, near the surface of

the conducting cylinder, the electric field is
.radial; hence the flux of 4D/8t is naught. So,
when p very nearly equals a {radius of the
antenna), the flux is constant and independent
f . TTame _ AT /A e oo
Ul . LIClILC M()p.l..l@"" P UL x/ UIJ} i a

and the first term in (104) drops out. This means

ft indr

that, alone the Sdrfacn O
<

Liidr, a0l Lk

eq. (104) reduces to

p=a, (105)
which proves that F, is an exact sinusoidal
function. The same is true of the scalar notentml
V on account of the well-known Lorentz con-
dition

oF, k
,\}i = —le.
ogx A

div F= —poerrs or (106)
gl

We thus obtain, from Oseen’s approach, the

very important result: the current distribution is

not sinusoidal, but the potential distribution is

always exactly sinusoidal along the cylindrical

antenna. The same result would apply, following

Aallamta sriosreemiiid £ace +bhn cod e T 1 el
L1l S wewpoltit 101 U poLciitlals 41011g LIe
axis of symmetry.*

Instead of discussing the integral equation

vvvvvvvvvv g the integral equation

(77) or (100}, we may revert to (64) and start

from the following condition :
=£%_ ff(x’>G(f)dx' (107)
=T U

=sinusoidal function.

What sort of sinusoidal function shall we use?
This depends upon the type of problem : receiving

a transmitting antenna fed at the middle point
1l (conditions 77b, II-b, §12) with a driving
electromotive force Vy. The problem will be
more conveniently stated if we take the origin
on the middle point of the antenna, which will
now extend from

—h=—% to k=3l
The sinusoidal potential distribution corre-
sponding to the transmitting antenna is
i 1 .
F.= _Z<Cl cos kx+5 Vo sin k| x| > (108)
The cosine term yields no discontinuity at x=0
but the sine term is discontinuous on 3 F,/dx

9F, oF, .k
6X+g_ax,g_ _ILEVO

(108a)

which, according to (106), corresponds to the

(llSLOIlLlIlulLy V() Ill Llle UlerlUuLlUil Ul LUC deldl
potential V. This gives exactly what we need,

namelv. a driving electromotive force T/ atx=0
nameny, a ariving e:eciromoetive 1orce atx=u.

So, according to Hallen and R. ng, the
fundamental equations involved are (107) and
(108), and the problem is to find the corre-
sponding current distribution I(x). The limits
of the integral (107) are now —#% and -k instead
of 0 and /.

In this integral, the most important contri-
bution is obtained from the small values of

N
r=|x—x'|. Splitting the integral (see eq. 96A):

}rhr(x’) G(r)dx' = J I N
o/ _p —h
(dx' rhI(x’)e—””'—I(x)

=I(x )J_h ’+}_———7' B
r =\‘/(x_x/)2_;._a,2;

* For a similar result in Schelkunoff’s theory see section
17 following eq. (128).
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The first integral on the right can be computed
immediately

dx g N—xPta thoa

T Nt )it —h—x

e
=Q-+log <1 _h—2> +46, (110)

where

Q=2 log%h=2 logi—l,

1 a \*
=1 bt e
oo [ i (52 1]
a \? 1
x| () )
¢ is infinitesimal except near both ends of the
antenna, where it remains finite.
Substituting (109) and (110) in the original
equations (107) (108):

I,= —1;%6{()1 cos kx—l—%’ sin k[xl}

—é{[x log (\1

+fh1<x/)e—ik,r’ —-I(x)dx’} !
—h v

R.=uec=376.7=120r ohms.

.’X.‘2
_%5> 128 (111)

This (but for the omission of a term taking ac-
count of the finite conductivity of the metal) is
equation (35) of R. King and C. W. Harrison.?!

Supplementary Considerations

The proof that the potential distribution must
be sinusoidal, and the deduction of eq. (108) for
“the center-fed antenna are the most striking
- points in R. King's method. Both results apply
to the general problem of the cylindrical antenna,
as discussed in Sections 12, 13, and are very
important.

The main drawback involved in these results
is the use of Oseen or Hallen’s approximation for
the G(r) function (96), discussed in §14 in con-
nection with the problem of end-surfaces. But
a most important question arises due to the fact
that current and voltage at the driving section
are not measured at the same point.

If we take Oseen’s approach (97), we compute
a fictitious axial current while we measure F
and T on the cylindrical surface, p=a, of the

antenna. According to Hallen (98), we measure
the superficial current on the cylinder (p=a)
and the potential difference V along the axis.

In both cases, the assumptions are not con-
sistent. ¥ and I are not taken at the same point,
and V/I is not a correct definition of the input
impedance. Consequently the whole method
remains open to criticism inasmuch as the
neighborhood of the feeding section (x=0) is a
region where the field distribution is rather
intricate, with very strong fields just where the
driving voltage V), is applied (on the radius p=a,
Oseen, or p=0, Hallen), and decreasing fields
and voltages adjacent to this point.

It would not be very difficult to improve the
results at this point by the method sketched in
section 14 (eq. 99). Taking the viewpoint of
Oseen, the surface of the antenna is an exact
cylinder with rounded ends, and the current I,
computed by means of eq. (111) is a fictitious
axial current. But (eq. 99) shows how to compute
the actual superficial current. This real current
is practically equal to I. bui for (1) both ends
of the antenna and (2) near the feeding section.
The real current on the feeding section should
be compared with the driving potential Vj in
order to obtain the actual input impedance.

As for the behavior of the current on and the
shape of the rounded ends of the antenna, this
point has been discussed by Oseen " (p. 10),
who shows that the length d of the rounded top
(Fig. 37) is shorter than a, the radius of the wire.

Fig. 39 represents an attempt at sketching the
field distribution and is intended merely to
visualize the criticisms developed above.

hm\y
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END FACE /’
APPROXIMATELY
ROUND ELECTRIC FIELD
DUE TO AXIAL

CHARGES AHND
GURRENTS

POTENTIAL DIFFERENCE
ALONG AXIS 1S HOT THE
SAME AS ON RADIVE &

Fig,‘ 39—4 pproximate field distribution, cylindrical an-
tenna fed in the middle. The longitudinal field on the vadius a,
in the gap, is compensated by the applied E.M.F.
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Let us here introduce the following notations *
Go(x) =sin k|x|. (112)

The first bracket in (111) will be denoted by I,
and used as a zero order approximation in an
expansion in powers of the small quantity 1/Q:

Fo(x) =cos kx,

o= — isf—l’éc [ CiFo(x) + VoGo(x)] ,
L=Lotgla
- —¢£%[CI<F0+éF1. : >
—|—%V0<Go+§1zG1--->]. (113)
Substituting in (111):
Fi(x) = — Fo() log <1 —Z—Z> — Fo()

h N g—ikr! _
_f Fo(x )6 r, FO(x)dx' (114)
—h

and a similar expression for Gi, when Gy is
substituted for Fy. The C; constant is determined
by the condition I,=0 for x="h.

1
v Go(h) +§G1(h)
cl=__2.°»____1"g (113)
Fo(l)+5 (k)
Finally
. M
227, 510 k(h— [x])——ﬁ
L=iss (116
¢ cos kh—l—&—z-
where

M=M'+4iM" = Fi(x) sin kh— F1(h) sin k| x|
+G1(h) cos kx—Gi(x) cos kh,
A=A4"+14" = Fi(h).

This is King and Harrison's formula (39).

The problem is reduced to the computation of
the integrals (114) with the F, and G, functions
as point of departure. This is accomplished with
a few new approximations, such as neglecting §,

“and replacing (1/7")e~%#" by

1 . — s
—! ngklz—z,’y r'= (.’)C—'I)CI)2+G,2,

|

* Fo(x) and Go(x) are R. King’s notations, which one
should be cautious not to confuse with the vector potential
F, or the G(r) functions used in the previous section.
R. King denotes §! by &, and £ by 8.
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Fig, 40—The input self-resisionce Roo as a function of
H=2wh/\ with a/\ as parameter. Values of H=nr/2 are
indicated by a small circle.

in a few terms previously grouped in such a way
that they practically compensate each other for
small values of |x—x’|. All these approximations
seem perfectly legitimate, and enable one to
express the integrals in terms of well-known and
tabulated functions, the sine integrals and the
cosine integrals. For the detailed computations,
the reader is referred to the original papers of
Hallen and King.'% 1

16. Practical Results for Cylindrical An-
tennae

All the computations refer to fine antennae
where the ratio a/l of radius to length of the
cylinder can be neglected. Expansions employ
powers of 1/Q (see §5, eq. 11 or §15, eq. 110);

l
Q=2 log .
These are the same approximations as in M.

Abraham’s calculations (or Ryder’s) for prolate
spheroids,
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Fig. 41—The input self-reactance Xoo as a function of
=2xh/\ with a/\ as parameter. Values ai H=n=n/2 are
indicated by a small circle,

Free damped oscillations of antenna were first
computed by Oseen and Hallen. Oseen obtained
only the first approximation, and noticed that
the exact shape of the antenna is a cvlinder with
two rounded end-surfaces whose height d is
slightly less than a. Then he finds

21 1 (*"sin x
proper wave length, (117)

2 (7 dx

6”_;1?2 | (1—cos x);

logarithmic decrement,

which can be compared with M. Abraham’s
results for the ellipsoid: the log decrements are
the same in both cases but for ellipsoids A, is
21/n with no correction in 1/Q. Hallen performed
the same calculations up to the next approxi-
mations in 1/Q% He proved that the correction
in 1/Q on A, drops out for ellipsoids, and checked
Abraham’s results for this special shape. As for

cylindrical antennae, his final formulae read:

_2[, 04514 3.31

A\ 1V1+ g +Qz ..._‘
*2=%%:1+0’2375+2§120‘ .
S RTINS O
=1+ ()

1
+- (15 log n+2.93)], (118)

4875 11.71
o1= ) + R
3.114  10.38
62_T+ 92 TNy
2.344 9.15
b= o + o
2 log n+4.83
Op=—""—
Q
, 3(log n)*+11.72 log n+9.98,
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Fig, 42—The magnitude of the input self-impedance |2y,
and its phase angle 6 as functions of H=2wh/\ with a/\ as
parvameter. Values ot H=nw/2 are indicated by a small
circle.
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where #n>3. The first approximation in 1/Q
checks with Oseen's formulae (117). The second
approximation (1/Q2) is obtained with Hallen's
assumptions but it is not certain that Oseen’s
method would vield exactly the same results.
Nevertheless, it is generally agreed that ellip-
soidal antennae characteristically require no 1/Q
correction of the A, terms.

Transmitting Antennae were very carefully
discussed by Ronold King. We shall now sum-
marize his results, keeping in mind the criticism
in Section 15 (Fig. 39) which should be of special
importance in the neighborhood of the anti-
resonance frequencies (f=X, for instance). The
theory yields the following formula for the
impedance, Zy, across the gap where the antenna
is fed:

oy (s 4]
‘ COSH+§+§2
Zooz—-lﬂéo—rﬂ— P
. 1 2
h 1
H——Zﬂ';\-—ﬂ'x

where aias8:18: are functions to be computed
from Hallen's theory.

Q is a quantity ranging from 10 to 30 in most
practical antennae (k/a ranging from 10 to 10%);
approximations should hold good for large values
of 9. R. King also took into account the finite
conductivity of the metal (copper) and found
that it did not play any significant role, so that
most results can be computed practically for an
ideal metal.

The usual assumption made in the elementary
theory is that of sinusoidal current distribution.
It can be used only if Q is so large that all terms
in @/, as/Q, 81/ B2/ can be neglected in
eq. (119).

A better approximation is obtained on the
assumption of the following inequalities

1Qsin H|>>81, |Q cos H|>a,
which yield
. o cos H
Zoo——— —160[9 cotg H+S—1}IT{‘BISMII_12—‘H . ]
= Ru+1Xo0. (120)

This approximation leads to a radiation re-
sistance Ro which is practically independent of
the radius, a result which we already found to
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Fig. 43—The input self-resistance Roo as a function of
a/N with H=2xh/\ as a parameter. The curve marked Hp
15 for values of Roo when H is adjusted to antiresonance near
H = for indicated values of a/\.

apply for fine antennae. It does not hold for
thickér antennae, where higher terms should be
kept in the expansion of Zy. All data computed
by R. King and F. G. Blake ** were based on
the assumption that terms in a/Q and B:1/Q
should be kept in eq. 119, but that a,/Q* and
B:/92 could be dropped. They did not rely on
the simplified formula (120).

Curves for Ry and X as functions of H, with
a/\ as parameters, are reproduced in Figs. 40
and 41 (A, wave length; a, radius of wire; 24,
length of antenna; H=2xk/\). Fig. 42 is a plot
of the magnitude |Zw| of the input self-imped-
ance and of the phase angle § as functions of I,
with a/\ as parameters. Figs. 43, 44, 45 give Ro
and X as functions of a/\ with I as a pa-
rameter. If a given e.m.f. is applied on the
antenna, the maximum current intensity is
obtained when the frequency (or A) is such as to
make |Zw| a minimum (see Fig. 42). This does
not correspond to a phase angle 8 zero. Which
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180 These 8 corrections are plotted in Fig. 46 as
functions of €, and the corresponding input
resistances at resonance (n=1, n=23) are shown
160 in Fig. 47, while the input resistances at anti-
2 oOF — ] resonance (=2, n=4) are found in Fig. 48.
It is clear from Fig. 47 that the usual value of
140 73.13 ohms taken for the radiation resistance of
a symmetrical half-wave antenna is considerably
— too high. Since the practical range of antennae
120 —4.0¥—F= ST lies between Q=10 and Q=30, the actual values
T lie between 58 and 68 ohms, depending on the
0 Ren value of a/\.
100 % The resistance at antiresonance is also found
% 1 in Fig. 43 (dashed line Hr) and the resistance at
& resonance in Fig. 44 (dashed line Hr).
80 ' T In the papers of R. King and Blake 2* and
T/, 25 A0 ) R. King and Harrison,?! the reader can find
[l et S0 O Y 1 S O MY many theoretical discussions and numerical data
60 157 3 of great importance. The second paper contains
Hp graphs of the different functions involved in the
calculations, and curves representing the current
40
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Fig. 44—Same as Fig. 43 for low-resistance ranges. The —l_ | Tl S
curve marked Hpg is for values of Roo when H is adjusted to B2 57‘ S \\\ N\‘\
resonance near H=1/2 for indicated values of a/X. s , T:‘\\\\\:;‘:
+1000 T — 30 s
S 20, TN
of these two conditions should be chosen to ><8 Tri2 -
define “resonance”? R. King and Blake use the 0] = -
second cc.)nflition. In a similar way, “anti- inl:‘___ T
resonance’’ is also defined by #=0, which does I E i - L
not mean | Zy| maximum. — 1000170 —— gos
Resonance and antiresonance fall in the 055 e = o 2 =
neighborhood of H=n(x/2), with # odd or even. _ 2000 B s P a1
. . LT e . gl
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where S signifies the sine integral function.

Fig. 45—The input self-reactance Xoo as a function of
a/N with H=27nh/\ as parameter.
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Fig. 47—The input self-resistance Roo at the n=1 and
n=23 resonant lengths as a function of Q=2 log 2h/a).

distribution along the antenna, in order to show
how much it differs from the sinusoidal curves.
(The present author is greatly indebted to Prof.
R. King for furnishing a copy of this second
paper prior to publication.)

The theoretical results of R. King do not seem
to check very well with experimental data,
especially near the frequencies of antiresonance
where the resistance obtained is still too high.
(For 1/a=60000, the maximum resistance is
8400 ohms as compared with the experimental
6150 ohms, as pointed out by Schelkunoff.) This
discrepancy would seem to be explained by the
discussion contained in the preceding section.

17. The Biconical Antenna

A different method, for the discussion of the
theory of antennae, has been adopted by Barrow,
Schelkunoff and other writers.?»2 It is based on
the model of a biconical structure fed at the
common apex. This structure is very well
adapted to the theoretical discussion, especially
in the case of fine antennae since it makes
possible comparison with lines or cables termi-
nated on a certain given impedance. Once this
biconical antenna has been analyzed and all its
properties understood, the results can be ex-
tended (at least approximately) to more compli-
cated structures and shapes. This biconical
model was very carefully studied in a paper by
Schelkunoff 2 and in the book ?* recently pub-
lished by the same author. We shall refer to
this paper and this book for all details of mathe-
matical calculations and concentrate on an
analysis of the fundamental assumptions, in
order to note the exact role played by certain
simplifications and approximations, and to show
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3 (2 22 C
and electric lines of force for principal waves.

the connection between this method and the ones
discussed in the preceding sections. This will
also reveal the type of corrections or ampllﬁca—
tions that might be needed.

Let us first state the characteristic feature of

l)l(,()IllLdl dinteiiac WIlﬁIl L()Illpd,l"tf(l to conven-

tional lmes antennae are essentially multiple
wmhle 14 Ir tha

424 11K€ .AJ.

.
aincolo
SLligil

and not crm
anG #noL st

mode transmlssion line. Hence, antennae should
be compared to wave-guides with their many
different modes of wave transmission. The
"comparison also can include coaxial cable at
ultra-high frequencies when it becomes necessary
to take into account, in addition to the funda-
mental type of wave, the higher wave types
similar to those found in wave-guides (Stratton,’

. ZAN
p. 947).

The principal wave of a biconical device can
be found ver v simnlyv. Let us assume a structur

simply. Let u
like the one in Fig. 49 with two coaxial comcal
conductors (perfect metal, infinite conductivity)
energized at the common apex. If the cones were
of infinite length the wave should be such that
the lines of electric force would follow the
meridians of spheres concentric with the apex of
the cones. This 1s the principal wave, of the
transverse electric and magnetic type, and it can
propagate either outward or inward. The bi-
conical line turns out to be a uniform transmis-

with series
W1til SEries

SINn

(53184 4

capacitance C per unit length,

line inductance T, a )
Liiiy ALINA UL LCLLIIANAL 2o @i DLl

L—Blog cotg g, C= Te ,
lr\n onto ! . .
k=1 log cotg 4 ~ 120 log cotg v
T 2 2’

when  is the common angle of both cones

(T AOMY. T s tha charsetorict surge
(Fig. 4¥Y1y); n 18 tne cnarac

Lﬂllble or uigo
impedance of the line; and 5= u/ =~120m, €, p
being taken in Aational Giorgi. units 24 (p. 287).

oy

For this principal wave, currents and voltages
are related by the usual formulae:

o o w 2
1/0(7') — VO_!_euz:t—zk': _{__ VO_C“’H_"IM, k=z=_7\_~w
o _ 123
Io(?’) — IO_'_e'Lmt—zlcr_‘_IO-esz-zkr’ ( )
Ty T v T
Vo =N 1Ipy, Vo=—Nlg, J

where Iy, Vo represent a wave spreading from

the apex and Io_, Ty, a reflected wave propa-

gating inward. The voltage between the corre-

sponding points AA’ is defined as the line

integral of the electric field along any line lying

completely in the sphere passing through AA’.
For a small angle ¥,

7100
]
K=120 Iogz—-120 10g~— P K=635 ohms><124)
7 <1000
p
K =913 ochms

J

where p is the radius of the cone, measured at
the distance 7.

Instead of infinite cones, let us now assume a
reflecting sphere at r=/, with some finite im-
pedance Z,; standing waves then will result from

nnnnnnnnnn 431 f wrawveag +raveling in thh

+ha o a
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directions, as in (123).
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Fig. 51—Electric lines for the first-order transverse
magnetic spherical waves: (A) lines in free space (B) lines
in the presence of two coaxial conical conductors.

Iy(r) =1y, sin k(I—r)+ Iy, cos k(I—r)
Volr) = Vo, cos k(l—r)+ V. sin k(I—7)

with e*t as a common factor

Vosz —’iKIos V(]c:iKIoc
I/O(l) . IOs
Z,= = —iK=% r(125)
T T Iy,
output terminal impedance,
7. Vo(0) _ . —14los cos kl+il,. sin kl
T I(0) T T Iy sin Bl+To, cos ki

input impedance at the common apex.

These equations would represent the actual
conditions in a conical antenna (Fig. 50) if it
were not for the fact that the sphere outside the
boundary sphere .S is a multiple transmission
system, with all sorts of transmission modes
(spherical waves) which differ from those found
in the antenna region. In free space, there is no
transmission mode really similar to the principal
mode just discussed for the antenna and char-
acterized by its very high field concentrations
near the conical conductors. Hence, the energy
carried (in the conical antenna region) by the
principal wave, from the center to the boundary
sphere S, subsequently must travel in different
spherical transmission waves. In order to match
the field across the sphere S, secondary waves of
higher types will also be needed in the antenna
region. Schelkunoff’s method is essentially based
on this matching condition on the surface S.
Accordingly, he initially disregards the boundary
conditions on both metallic end surfaces, and
this is one of the approximations which we shall
consider hereafter.

G >

£
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—
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Fig. 52—Electric lines for the second-order transverse
magnetic spherical waves: (A) lines in free space (B) lines
in the presence of two coaxial conical conductors.

Let us first follow Schelkunoff’s discussion and
review the different types of spherical waves in
free space around the surface S. The principal
mode in free space is characterized by electric
lines of force whose shape is indicated in Fig.
51A. This is the type of wave emitted from a
small doublet at the origin. The second trans-
mission mode is shown in Fig. 52A and corre-
sponds to the wave emitted by a quadruplet.
This wave will not occur in our problem for
reasons of symmetry, but the next one will be
excited. Mathematically these different modes
are represented by zonal harmonics, the radial
electric field being proportional to P,(cos §) and
the meridian field to dP,/df, where P, is the
nth Legendre polynomial. The symmetry of the
antenna problem brings out the odd harmonics
only (n=1,3,5---).

Similar higher modes can be found in the

- antenna region (between both metallic cones)

and are shown in Fig. 51B and 52B. An im-
portant result is pointed out by Schelkunoff,
namely : For all secondary waves, in the biconical
antenna region, the voltage between two points
AA’ on the upper and the lower cone is zero:

Va(r) =0. (126)

This voltage is defined, as in the previous case of
the principal wave, as the line integral of the
electric field along a path joining 44’ and
entirely situated in the equiphase surface.
Further, for any secondary wave, the conduction
current vanishes at the origin:

I,,(0)=0. (127).

(This current actually varies as r=H+120/K near
the origin.)
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Both results have a very simple physical
meaning and can readily be explained. Referring
to Fig. 51B or 52B, imagine arrows marking
the direction of the electric field along each
closed line of the figure. If we follow a circle A4’
running from the upper to.the lower cone, we

e m 16N ith
cross as many regions with positive fields as with

negative fields, and these different intervals
cancel each ather. On the contrary, in the case
of the principal V, wave, the electric field always
points in the same direction along the 44’ circle
(Fig. 50) and V), does not vanish. This explains
the general result (126).

As for (127), it means that higher modes of
transmission correspond to quadripoles, sextu-
poles and all multiplets of higher order at the
origin; and it is well known that, for such higher

multinlets. the total current is zero, the doublet

AU wPICLS, LIl WWilal CUliThiil 38 LU, LT LuuLy

being the only structure to yield a finite current
at the origin.

We can now write the complete voltage-
current equations for the biconical antenna
energized at the center:

= Vo(7) 1
H@=Idn+fmﬂ=faﬂ+ixn+zy~fum)
F1(0)=0 _

wdve L,Ullblb ts Uf

just two puuupal
showing incomplete reflection at the sphere S;

the current distribution is much more elaborate.
This first result checks very exactly with the
statement of R. King (see section 13, eq. 105)

that the voltage distribution along a fine antenna

waves,
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antennae from 2l=k\/2.

must always be sinusoidal, while the current
distribution may appear as much more compli-
cated. Both authors agree completely on this
important point.

The next point to be -emphasized is that
secondary waves in an antenna affect the ampli-
tudes of the two principal waves in the same
way as an output impedance.

Consider the principal waves in the antenna
as given by (125). Substituting from (128) in

‘the expression for the output impedance, Zi,

I (Z)
V)

_1_ Io(’i‘),
Zy Vo)

I

Y T~

(129)

which suggests a termination of the line with
two shunt admittances I/V and -f/ V in
parallel. The total current I(J} may be and
generally is different from zero. For instance, if
the tops of the conical conductors are large, an
appreciable current may flow over the edge in
order to load or discharge the capacity repre-
sented by both end-surfaces. However, if the
cross-section of these end-faces is very small,
the total current I(J) is zero and

1 fo

»
Y 1= 7 = B
Z- TV

Iy=—1(@), (130)
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This means,* as in the case of the cylindrical
antenna previously discussed, the neglect of
small terms in p/l (p, radius of the cones at the
top) as compared with logarithmic terms repre-
sented by the K surge impedance (124), which
plays a similar role to the quantity Q (eq. 11).
Assuming zero current on top of the cones
(130) and fine antennae (large K), and matching
the fields over the open part of the sphere .S:

Iy, _ F(L)—iG(L)

To. V7§ ) (131)

where L is the ‘“‘phase length’’ of each cone

L=21r£

X (132)

while F and G are derived by series expansions
in terms of Bessel functions. Substituting in
(125) for the output impedance,

, -

2
K K GtiF.

Z=GriPr 7

(133)

The curves plotted in Fig. 33 show the be-
havior of these £ and G functions with L variable.
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The following expressions represent a fairly good
approximation for fine conical antennae:

G=60[ C+log 2L — Ci2L [+30[ C+log L
—2C2L4-Ci4L ] cos 2L
+30[S44L —2S22L ] sin 2L - -,

F=60812L+30[Ci4L —log L—C]sin 2L

—308574L cos 2L - - -,

(134)

where C=0.577 is the Euler-Mascheroni con-
stant, and C7 and 57 the cosine and sine integrals
(shapes other than biconical would especially
modify the F function; G is rather insensitive
to such changes).

From the terminal or output impedance Z,,
the input impedance as observed between both
apexes of the cones can now be computed:

y (G-+iF) cos <L —%) +iK sin ( L —9

(135)
K cos (L —%) +i(G+iF) sin (L—%‘”)

This formula summarizes the whole theory of
the biconical antenna.

* This is the viewpoint taken by Schelkunoff in his
paper.® Later om, in his book® Schelkunoff suggests that
the same assumption should apply to ‘“hollow conical
antennae,” but this is not quite justified. In case hollow
cones should be considered, it would be necessary to
compute the field distribution inside the cone, and a small
current /() would be found creeping over the edge,
requiring special attention.
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The input reactance (imaginary part of Z,)
vanishes when

2KF N_E(i
C—G—FT T K\K

smau) (136)

tan 2L = —

a condition which may be chosen for defining
resonance. This yields

7 (137)

41rlx=2L:=:mr—]%F(\ﬂ> o
and shows the influence of the end effect which
makes antennae resonate when they are some-
what shorter than #(\/2) (Fig. 54).

The variation of the input impedance of the
biconical antenna, as a function of L=2#l/}A, is
shown in Fig. 55. Curves 56, 57 and 58 give
additional details of the behavior * of input
resistance or reactance. It should be noted that
‘the input resistance values obtained in the
neighborhood of the second resonance (I=\/2)
are materially smaller than the ones computed

* A number of other interesting curves may be found in
Schelkunoff’s paper, showing the behavior of some im-
portant functions, and also visualizing the current distri-
bution along the antenna under different conditions.

by R. King; the order of magnitude predicted
by Schelkunoff’s theory seems to agree fairly
well with experimental data while R. King's
values are consistently higher.

18. Comparative Results—Biconical and

Straight Antennae

R. King's computations on straight cylindrical
antennae embody two weak points,-as empha-
sized in sections 14-16.

I.—No provision is made for the role playved by
both end surfaces of the cylindrical wire;

I1.—Utilization of an approximative G function
results in the fact that voltage and current
are not computed at the same place, which
certainly means an error in the input
impedance (see ‘“‘Supplementary Consider-
ations,” section 15, p. 26).

In Schelkunoff's consideration of the biconical
antenna, difficulty I relative to the role of end-
surfaces still remains, though not exactly in the
same manner as in R. King’s theory. Schel-
kunoff’'s method has the great advantage of
avoiding any difficulty in defining input im-
pedance. The biconical shape is very convenient
in that it insures an exact definition of voltage
and current measurements, both taken exactly
at the same place, at the common apex of both
cones. Obviously, in actual practice, no antenna
is built as a double cone, but this deviation
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seems of minor importance while it certainly is
essential in avoiding difficulty IT in R. King’s
method.

To extend the theory, two factors require
consideration. Schelkunoff discusses these in his
paper and his book, though perhaps rather
approximately. A more detailed theory would
be helpful.

The first generalization refers to the extension
of the theory to non-conical shapes, which are
treated as non-uniform transmission lines. The
second point is the question of the end-surfaces,
the exact role of which can be neglected only
for very fine antennae, but must absolutely be
taken into account for thick antennae (large ¢
angles). A third extension of the theory may be
found in Schelkunoff’s work—the case of two
cones of different lengths.

Let us first summarize the discussion of
antennae of various shapes. They are assumed
to be sufficiently fine, and each small segment of
the antenna is regarded as a section of a cone,
with the following approximate expression for
the distributed series inductance and shunt
capacitance per unit length (cf. eq. 122-124):

—HFlog 2Pl ¥ =
L—rloglp—rlog L, =

where p=radius of the antenna at the distance 7.
Hence, the transmission equations for the
principal waves can be written:

Ve —iorr, %= —iucv,
d ( 1dI (139
dr\C dr

\

> = —w'Ll,

which as a first approximation yield
Viry= VK (A&~ 4 Beitr),

1 , )
I(y)=-~——=(Ae *r— Bei*),
(r) F_'( | )

. (140)

with
K(r'p)=1\/ﬁloggzz120 log& ohms.
TNe P e

Starting from these expressions, one may achieve
a closer approximation and obtain, for instance,
the resonance conditions for fine antennae of
various shapes 28 [§IV, p. 506]. The discussion

shows that “equivalent antennae” of given
length but different cross-sections and shapes
can not be derived from geometrical drawings
(see section 6, Fig. 14), but necessitate the
application of rather intricate formulae involving
the different parameters.

The approximations developed in this discus-
sion may seem reasonable at first sight, but one
link is missing: no proof is brought forth that
the method utilized actually represents a first
approximation to the real problem based on
Maxwell's equations. Such a proof is most
desirable, as it also would furnish a possible
means of computing the order of magnitude of
the neglected terms, as well as give a basis for
possible corrections or amplifications.

A fundamental modification of the point of
departure will probably be necessary since equa-
tions (140) do not check with the general result
obtained by R. King (section 15, eq. 105) that
the voltage distribution along a cylindrical
antenna must always follow an exact sinusoidal
law, while only the current distribution should
depart from a sine curve. On the contrary, eq.
(140) shares the correction (WK coefficient)
between ¥ and I in a symmetrical way, which
throws some suspicion on the validity of the
whole procedure. Further comparison of eq.
(139) may be made with the real equation for
wave propagation along a straight wire, as found
in sections 12-13. It was shown in section 12
how difficult it was to reduce the wave propaga-
tion equation along a wire to the conventional
cable equation. Reduction led to eq. (78), which
differs materially from (139). Hence the point
of departure of Schelkunoff’s approximations
with the conventional cable equations (139)
seems hard to justify, and his whole discussion
of antennae of arbitrary cross-section seems
highly provisional. ‘

Starting from (140), Schelkunoff defines an
average characteristic impedance *

1
Ka:lf K(r p)dr
1Jo
which, for a straight cylindrical wire, becomes

K,= 120<log 231_ 1> (141)

* One should be very cautious never to use formula (141)
in equations containing K1, K2 or generally K=, since
(Km) = (K)".
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equation (1413, then, the two curves have beew freely joined
together.

and discusses the properties of cylindrical an-
tennae of various //a ratios (various K, values).
Fig. 59 represents a graph of eq. (141), Fig. 60
gives the input resistance and Fig. 61 the input
reactance of cvlindrical antennae in free space
for different values of the ratio I/\. Despite the
serious criticisms which can be made of the very
foundations of this theory, it nevertheless seems
that the practical results agree fairly well with
experimental data, and that the curves of the
preceding figures represent a good approximation
of actual facts.

As for the effect of the end-surfaces, it is
certainly negligible for very fine antennae and
would come into play only for rather thick
structures. One way to take this effect into
account consists in treating the end-surfaces as
a small capacity added in parallel with the
terminal impedance which, according to Schel-
kunoff, represents the radiation. This is the
method sketched in section 13 (eq. 85-88) and
used by Schelkunoff in his book (p. 465). It
shows that the effect of cap capacitance results
in a shortening of the resonant lengths of the
antenna. It is negligible for very fine antennae,
and may amount to a few per cents for K =600,
1/a=100.

More rigorous analysis would necessitate re-
construction of the theory for the whole radiating
system, consisting of the two cones and the

spherical caps. This represents a very interesting
configuration for a broad-band antenna. In
section 5, 7 and 8 spherical and spheroidal
antennae were discussed, assuming that they were
fed along their equatorial circle. For material-
izing such a system, one of the best approaches
consists in the biconical structure, connected at
the end of a coaxial line and terminated with
large spherical caps. The complete theory can
be formulated in a manner similar to Schel-
kunoff’s procedure and summarized above.
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Instead of computing the spherical waves in
free space (Fig. 51A or 52A), one should adopt
the conception utilized by Stratton and Chu
(see section 8) of the spherical waves around a
conducting sphere. These waves satisfy the
boundary conditions on the spherical caps, and
must be joined with the waves found inside the
sphere (S of Fig. 50) in the biconical region.
While such calculations may be found in Schel-
kunoff's book 2 (p. 472), they have been per
formed only approximately, and no curves or
tables to aid in visualizing the results are
included.

. Conclusion

The main results of this critical survey of the
theory of antennae can be summarized concisely :

A—Reliable theoretical results have been ob-
tained by different authors for spherical and
spheroidal antennae fed across the equator (see
sections 5 and 6). Reliable also are the compu-
tations for fine biconical antennae (sections 17
and 18).

B—Less reliable theoretical data are those for
fine cylindrical antennae. The computations of
R. King should be corrected (see sections 15 and
16), after which they certainly could yield
excellent results. Schelkunoff’s theory of the
cylindrical antenna does not seem very reliable,
but the results apparently agree with experi-
mental data (section 18).

Many problems remain fo be studied, especially
of broad band antennae. The most important
ones would be:

C—The Thick Cylindrical Antenna including
the effect of end surfaces.

D—The Spherical or Spheroidal antenna fed
across a finite gap near the equator, or combined
with a biconical feeder. (This last problem has
been treated, approximately by Schelkunoff.)

E—The Directivity of the preceding types of
antenna is not exactly known. Polar diagrams
of radiation could be drawn from the theory,
but this phase of the problem has not been
completed, at least in published papers.

A general remark must be added: Of the
antenna shapes discussed fully, not one really
possesses sharp edges or sharp points. Despite
statements made by authors, the theory actually
applies to antennae with rounded ends. The
present author would suggest.that any shape
with sharp edges or sharp points should lead to
narrow bands. Hence broad-band antennae should
not only be thick antennae (a well known result)
but also rounded in their shape, i.e., rather
streamlined. A rigid proof of this recommendation
can hardly be given at present.

Nore: Fig. 34 is reproduced from “On Radiation from
Antennas,” by S. A. Schelkunoff and C. B. Feldman,
Proc. I. R. E., Vol. 30, Nov. 1942; Figs. 49 to 61 inclusive
are reproduced from ‘‘ Theory of Antennas of Arbitrary

Size and Shape,” by S. A. Shelkunoff, Proc. I. R. E.,
Vol. 29, Sept. 1941.

For Bibliography see end of first installment of article in
““Electrical Communication,” Vol. 21, No. 4, 1944.
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Part \4) of the paper
relations between the attenuation and phase
characteristics of 4-termi
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terminal networks and their
response to an impulse of infinitely short dura-
tion applied to the input terminals. It is shown
that a rigid relationship exists between the char-
acteristics of 4-terminal networks and their im-
pulse response. In particular:

(@) If the phase-shift produced by the net-
work is proportional to frequency, the impulse
response is even;

(5) If the phase-shi
work is 90° at all frequencies, the 1mpulse re-
sponse is odd.

From this theoretical analysis is developed, in
Part (3), a method of obtaining any desired
impulse response by means of a circuit contain-
ing a multiple-section artificial line. The respons2
is obtained by effecting appropriate amplitude
reflections at the end of each section, these reflec-
tions being produced by means of small variable
condensers.

An awvnorimontal cterecnit deseribhed enablin
LAl exXperimen ta: circuit 1s aescribed D1

characteristics identical with those of any net-
work to be obtained in a few minutes.

A practical example is given of the design of
a low-pass filter with linear phase-shift, as used
in television circuits.

The paper concludes with the practical con-
sideration of filters having a phase-shift of 90°
at all frequencies. 1t is shown that with the
type of circuit described, practical designs are
possible for:

{a) High-pass fil
satisfactory up to frequencies a
20 times the cut-off frequency;

(¢) Band-pass filters, if the band width is not
too narrow;

(¢) Low-pass filters, if the frequencies to be
transmitted are not too low.

* Reprinted from Journal of Institution of Electrical Engi-
neers, Vol. 90, Part ITI (Comm. Engg.), No. 12, Dec. 1943.

40

Contents
(1Y Tn+eaduetion
\ J.} PONARQV. SRFLABLVIE]
(2) Theory
(2.1) Definition of networks in terms of their

impulse response.
(2.1.1) The impulse function I(¢).
(2.1.2) Physical interpretation of the
function I(f). Impulse re-
sponse.
(2.2) Character of the impulse response.
(2.2.1) Response to a transient voltage
V(¢). Transient state.
Relations between the impulise
response and the phase func-
tion. Properties of constant-
delay networks and networks
producing 90° pha
all frequencies.

mpulse resnonse of some tvn-
pulse response of some tyr

(2.2.2)

~~
I
N
o)
g
bt

ical networks. Linear phase-
shift and 90° out-of-phase
filters.
(3) Applications.
(3.1) Fundamental principles.
(3.2) Experimental arrangement.
(3.2.1) Impulse generator.
(3.2.2) Reflecting network.
(3.2.3) Experimental results.
(3.3) Typical applications. Filter for . tele-
vision circuits.
(3.3.1) Filter design incorporating arti-
ficial lines.
(3.3.2) Comparison with the linear
phase-shift filters o
and Dietzold.

works nrnr]nmnc- 0Q°

all frequenc1es.
(3.4.1) High-pass filters.
(3.4.2) Band-pass filters.
(3.4.3) Low-pass filters.

(4) Acknowledgments.

(5) References.

(3.4) Net



[IMPULSE RESPONSE OF NETWORKS 41

(1) Introduction

HE study which follows originated in a

theory published by the author in a

series of articles appearing between

1934 and 1937,.2%%6 and is the extension of a
paper read before the technical staff of the
Laboratories of Le Matériel Téléphonique in
1937. This paper dealt with the application of
the theory to television and electrical filters and
was summarized in an internal memorandum.®

The experimental work was carried out in
Paris in 1938 and 1939. The research was sus-
pended at the beginning of the war.

The study has been written from memory, all
original documents having been lost at the time
of the German invasion. For this reason it has
not been possible, with a few exceptions, to give
photographs of the completed apparatus, but this
gap has been filled as far as possible by sketches
showing the original apparatus.

Although the author has just learnt of an
article by H. E. Kallmann based on the same
ideas, it appears to him that the following study
preserves its originality as much through its
point of view as through the results obtained,
for the author seems to be the first to have de-
signed circuits producing satisfactory character-
istics and to have indicated the possibility of
making networks and filters producing a phase-
shift of 90° at all frequencies.

(2) Theory

(2.1) Definition of Networks in Terms of their Im-
pulse Response.
(2.1.1) The Impulse Function I(f).

Let us consider a passive network with a selec-
tivity function S(w) and a phase function #(w).
By definition these two functions are such that
if a voltage

Vo' () = Vogito®

is applied at the input of the network, then the
output voltage will be

V]’(OJ) = Vlej¢1(w),
where Sw) =T/ Vo

and

p(w) =¢1(w) — do(w).

It follows that the behaviour of the network
is completely determined by the knowledge of
the functions S(w) and ¢(w).

Hence, two 4-terminal networks having the
same selectivity and phase response give the
same transformation to an input signal whatever
may be their internal constitution.

The behaviour of a network can also be defined
by functions other than S(w) and ¢(w). Heaviside
has shown that this system of functions can be
replaced by the “indicial response,” which is
equivalent to the system of functions S(w), ¢(w)
and vice versa. The behaviour of a 4-terminal
network is also completely defined by Heaviside's
function.

This consideration has led to important con-
clusions which are well known. One of its most
important applications is the study of the tran-
sient response of networks. Another, which be-
came important recently with the development
of television technique, is the testing of the
behaviour of a network by the indicial response.
This response can be obtained at once by apply-
ing a unit signal at the input of the network.
To observe the response on a cathode-ray tube
it is preferable to send this signal periodically,
i.e. to send ‘‘square” signals. By comparing the
shape of the response with the square input
signal, one can see whether the behaviour of the
network 1s correct.

Several workers have considered, from time to
time, another function deduced f{rom Fourier
integrals. But as it seemed to lead to nothing
more than Heaviside's function it has been ne-
glected. The author has found, however, that
it gives a very simple explanation of a series of
physical phenomena,>*%%% and it even permits
certain generalizations.>*% He has used this func-
tion in the analysis of aperiodic curves, in the
study of the distortion produced in the scanning
of sound films, and in the study of the distortion
produced by television systems.

It is now proposed to apply this {unction to
the definition of 4-terminal networks, to give its
physical interpretation and show the practical
conclusions which may be arrived at by these
means.

Having two functions S(w) and ¢(w) of the
same variable w, it is possible to derive a third
function I{f) of another variable ¢, which has a
rigid relationship with the functions S(w) and
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é(w). Knowing S(w) and ¢(w) it is possible to
deduce 7(1) and, conversely, knowing I(#) it is
possible to deduce S(w) and ¢(w). The Fourier

coral

San
IMlEgras

I(t) =_1,

w

c *S() cos [otdd(@ldo (1)

gives the function I(?) in terms of S(w) and ¢(w).
Conversely, if

A =10 sin wtit )

and -
B = [ 1) coswtds, 3)

the equations B
S(w) =+/[A%w)+B*w) ] (4)
tan ¢(w) =422 )

" B(w)

give S(w) and ¢(w) in terms of I(f). Thus the
function I(¢) completely defines the character-
istics of the 4-terminal network.

(2.1.2) Physical Interpretation of the Funciion
I(t). Impulse Response.

The function I(f) can be regarded as a signal
whose spectrum and phase curve are given by
Fourier integrals, i.e. by the functions S(w») and
¢(w). This leads to a very simple physical inter-
pretation of the function I(?).

For this purpose let us apply at the input of
the 4-terminal network an electrical impulse of
infinitely short duration ¢ (Fig. 1), and let us
imagine for the moment that the network can
transmit, without amplitude distortion, signals
of any amplitude, and the amplitude of the
applied impulse to be infinitely great and equal
to 1/e. On this hypothesis the area of the impulse
is equal to unity.

Now, the spectrum of an impulse of infinitely
short duration is uniform and comprises all fre-
quencies, all with the same amplitude. This
spectrum can be obtained by replacing the func-
tion I(?) by the following impulse equation:

-

1 € ¢
Ii(t)_e for 2—<t<+§

I;(t)y=0 for i<——% or

Ve ,
d s N VAW
6 Oy i e d

Fig. 1—Showing the close relationship between the selec-
tivity S(w) and phase ¢(w) functions of a network and s
impulse response I(£).

Thus we find:
Aiw)=0; Siw)=1,
Bi(w)=1/eXe=1; ¢;(w)=0.

Hence, the amplitude of each component of
the spectrum is equal to the area of the impulse,
i.e. equal to unity for the impulse we have chosen.

To obtain the signal at the output of the net-
work we must multiply each frequency com-
ponent of the impulse by S(w) and add to its
phase a phase-shift ¢(w»). Then ’

Si(w) X S(w) =5(w),
¢:(w)+ ¢ (w) = ¢ ().

This gives a signal whose amplitude and phase
are given respectively by S(w) and ¢(w), i.e. by
the function I(}), which determines the network.
In other words, the function I(f) giving the
characteristics of a network is represented by the
response of this network to an impulse of finitely
short duration and having unit area.

In referring to this property the author will
call the function I(#) ‘‘the impulse response of
the network.”

(2.2) Character of the Impulse Response

(2.2.1) Response to a Transient Voltage Function
V(). Transtent State.

Let us apply at the input of the network a
voltage V(i) whose amplitude varies with time
according to any kind of law, and let us find the
response R(#) at the output of the network with
the help of the impulse response I(#) of the net-
work.

By definition, if we impress on the network,
at the time /=0, an impulse V(, of infinitely
short duration dt, we obtain at the output, at
time ¢, a voltage

Vol (t)di.

Similarly, if we impress at time f=/{, an im-
pulse V{({) of infinitely short duration df, we
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obtain at the output, at the mean time ¢, a

voltage
V(to) I(t—t)dt.

Adding all the voltages arriving at the output
at time f, which are produced by the voltage
V{t) impressed on the network, we obtain the
response R():

R(t) = j ) It —to)dto.

To avoid confusion, let us put fy=1"; thus, we

obtain:
-} 00

R{)= V(D)I(—T)dT. n
—0
This equation gives the response of the network
for any input voltage as a function of its impulse
response.

It leads also to an interesting property of the
impulse response. Consider a system of fixed
axes and trace the curve V(T') in this system
(Fig. 2); consider also a system of axes moving
parallel to the preceding ones, the axis of ab-
scissae sliding on the corresponding axis of the
preceding system, and trace the curve I(—f)
with respect to this new system. Suppose the
distance 00, between the origins of the two
systems to be equal to ¢. If for each value of T’
we take the product of the ordinates of the two
curves, multiply this product by dT and take
the sum of these products, we obtain integral
(7). Hence to obtain the response of a network
at time £, one may superimpose the inverted
impulse response I(—?) of the network on the
curve representing the input signal, take 00,, =t
and integrate as indicated in (7). In moving the
inverted impulse response along the input-voltage
curve, one may see how the response R(f) of the
network varies with time.

From this property we may obtain a simple
method for the experimental study of networks
in the transient state.

With an impulse generator and a cathode-ray
* oscillograph we obtain the impulse response of
the network. We trace this curve on transparent
paper, slide it along a curve representing the
input voltage and evaluate integral (7) either
qualitatively or quantitatively. This integration
can also be made by an electrical device, such
as that suggested by the author in an earlier
paper.?

V(T} 1i(-?)
!
b,
iIL(-t)
AT vIT)
‘ \C ) ALY “
ey W NI B VAN Orn_}:r [P .L" S WL —Z
T .V X/ \J
T |
) | !
€ Tt
| 1

Fig. 2—Graphical method of obtaining the response of a
network at time t for an input signal V(T'). Superimpose the
inverted impulse response I(—t), take 00, =t and integrate

the product I(—t)V(T).

(2.2.2) Relations between the Impulse Response
and the Phase Function. Properties of Con-
stant-delay Networks and Networks Produc-
ing 90° Phase-shift at All Frequencies.

Between the impulse response [;(f) and the
phase function ¢(w) there exists the relation

+o0
I:(¢) si
AW . (t) sin widt

Bw) =
(@) f I,(¢) cos widt

From this one can draw two important conclu-

tan ¢(w) = : (5)

“sions (¢) and (5): :

(a) If the impulse response is even [ I(1)=1(—1) ],
A(w)=0 and ¢(w)=0. The network produces
no phase-shift.

This conclusion can be generalized in the fol-
lowing way. If the impulse response is sym-
metrical about the axis of abscissae f=#, the
new time variable is ¢ =f—f, and equation (1)
becomes

I(¢ 1) =%fw5(w)cos[wt'+q’>(w) +wildw

-and, as I(#'+14) is even with respect to the axis

' =t,, we have

oo
I(t'+1) sin wt'dt’
tan [¢(w) +oh =" =0.

I(t'+14) cos wt'dt

—00

Hence @ (w) = —wlp.
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That is, if the impulse response is even with
respect to any ordinate, the phase shift produced
by the network is either proportional to the fre-
quency or zero.

() If theimpulseresponseisodd [I1(t) = —I(—1)],
B(w)=0 and ¢(w)==F3r+2mn. The phase-

pnnnl #
equar io

phossmar

i N TS, SR B APUR s AR, PPN A
ST proaucea Oy e NELWurk 1S
tw(£2mn) for all frequencies.

Here also we can generalize this result in show-
ing that if the impulse response is odd with
respect to any ordinate, the phase-shift can be
written

olw) = —wh3rt2mr.

In this formula we have added the quantity
wly: this expression represents the time which

-, axrn Fal-am oo

the signal would have taken to pass through the
network had it not been deformed by the phase
shift Lu.

Conditions (@) and (b) give very simple criteria
to determine whether a network produces phase-
shifts similar to

¢(w) = — wlyd=2mm (8)
or

dlw) = —wig i%r:I:ZWMr. 9

For this purpose it is sufficient to impress on
the network an impulse of very short duration
and to observe with a cathode-ray tube whether
the response is even or odd.

It will be shown subsequently that this cri-
terion is applicable to the construction of filters
having characteristics of the type (8) and (9).

(2.2.3) Impulse Response of Some Typical Net-
works. Linear Phase-shift and 90° Out-of-
phase Filters.

Knowing the selectivity function S{w) and the
phase function ¢(w) the impulse response of a
network is given by equation (1).

I(t):}r f " S(w) cos [wt+d(w)Jdo. (1)

Integrating the right-hand side for typical
networks, we distinguish the following cases:
(A) Linear phase-shift networks, and (B) Net-
works producing a 90° phase-shift.

(A) Linear phase-shift networks.
For this kind of network
o(w) = —wly2mm (8)
and equation (1) becomes

I(t)=1 r S(w) cos w(t—t)dw.

()
TJo

(10)

In this formula, substituting for S(w) the ex-
pressions corresponding to the kind of filter under
consideration, we obtain its impulse response:

(@) Ideal low-pass filters. In this type of filter
all frequencies below the cut-off frequency, f.,
are transmitted without amplitude distortion.
Hence

Slwy=1 for

S{w)=0 for

w<w,,

w>w,.

Substitution of this expression in (10) gives
I =1 f cos w(t—ty)dw
TJo

_&.sin w.(t—2o)

1 w.{t—1o) (1)

This curve is shown graphically in (a), Fig. 3.
(b) Ideal band-pass filters. For this type of
filter we have

S{w)=0 for w<w,,
S(w)y=1 for
Slw)y=0 for w>we,

We; KW < Wy,

Substitution in (10) gives

In() =71r f cos w(t—f)de
Wey

We; SiN e, (E—bo) |

_Wey sin we, (E—fo)
Wey (t - to)

(12)

T we,(t—1) T

In this form it may be seen that the impulse re-
sponse of the band-pass filter, whose cut-off fre-
quencies are f., and f., (f.,>f.,), can be obtained
by taking the difference between the impulse
responses of low-pass filters having cut-off fre-
quencies f., and f., respectively.

Formula (12) may also be written

_Awsin 3{Au(i—i)]
Is()= r HAw(l—1)]

This function is shown graphically in (&), Fig. 3.

(13)

oS wol.
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Fig. 3—Impulse response of linear phase-shift filters.
These curves are even.

(¢) Ideal high;pass filters. For this type of filter

o< o
~

3
w Wey

for w>w..

In this case the integration of equation (10)
presents some mathematical difficulty, due to
the fact that the limit of integration is infinity.
This is avoided in the following way. If we apply
an impulse of infinitely short duration and of
unit area to the input of an ideal low-pass filter
of cut-off frequency f., we obtain at the output
a signal whose form is that of the impulse re-
sponse of this filter. Similarly, if we apply the
same signal to the input of an ideal high -pass
filter having the same cut-off frequency f., we
obtain at the output a signal whose shape is that
of the impulse response of the flter. It will be
clear that the sum of these two signals is a signal
whose shape is that of the input signal. If we

represent this impulse by the function I,(¢), as
in equation (6), we may write

L@y =I.()+TIx().

Hence :
Ig(t)=1:(t) — I.(8). (14)
Clcarly, tuis rcla ion holds only when the cut-

T 1e curve represent vn in (c),
Fig. 3. It will be observed that the amphtude 1/e
of the impulse I;(f) is infinitely great, since e
must be infinitely small. But it is clear that, in
practice, this condition can only be approxi-
mately fulfilled, with consequent detriment to .
the filter characteristic. We shall return to this
question in a later section. Suffice it to say here
that this approximation causes a progressive

+4 +1ion at hioh f
attenuatiou at nign LI’CQU\,HCICS, vnth an appre-

ciable effect at frequencies higher than 1/(2e).

(B) Networks producing a 90° phase—shzft.'

r VA ' . [ | PR, 71N Lo
If ¢{w)=—wh+t2mri3mr, equation (1) be-

comes
S{w) sin w(t—to)dw.

I'()=+1 (15)

Substituting for S{w), in this equation, the
type of
chosen, we obtain its impulse response—just as
in the case of linear phase-shift filters. However,
the difference between equations (15) and (10)
gives rise to important differences in calculation.

In the following we shall only consider ideal
filters, i.e. filters having sharp cut-off, with trans-
mission without gain or loss in the transmitting
bands and infinite attenuation in the attenuated
bands.

(a) Low-pass filters. Integration of formula (15)

fHléar
diiLC L

Ay o y
cz&plcamuu appropriace to the

gives
w, 1—cos we(t—ty)

o=ty (16)

L) =F—
we/(27) being the cut-off frequency of the ideal
filter.

This curve is shown in (a), Fig. 4. It is useful

(t— Y which are

WILILL Qi ©

+1a ~r .
to note that for values of well —1to)

multiples of 2(m+1)w, the curve is a tangent to
the envelope

2

(t—t)) (17)

E{t)=F——
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4 —Impulse response of filters producing 90° phase-shift

Fig.
at all frequencies. These curves are odd.

This equation, being independent of w., repre-
sents the envelope of the family of impulse re-
sponses obtained by varying . from zero to
infinity.

This observation leads to the following. Con-
sider the impulse response when w. approaches
infinity, that is to say for a network passing all
frequencies without amplitude distortion and
with a phase-shift of —wl+37r+2mr; or of iw
without taking into account —wf, and 2mm,
“quantities which do not change the shape of the
response of the network. The impulse response is
always tangential to the envelope E(f). As w,
increases, the minima and maxima approach the
vertical axis #=1/,. As w, tends to infinity, 27/w,
tends to zero, and there is an infinite number of
minima and maxima on the axis of abscissae and
on the envelope E(¢), in any interval however
small, so that it is practically impossible to dis-
cern the oscillations. 1t is, therefore, logical to

replace this curve by one having the same ele- "

ment of surface between any two near ordinates,

for this new curve will give the same value for
the integral (7). That is to say, a 4-terminal net-
work having this new impulse response will give
the same response R(?) as the preceding net-
work, at least for frequencies not approaching
infinity.

To find this new curve, we calculate the sur-
face of the preceding one for # <i<ty, £ and &
being so close to each other that ¢ may be re-
garded as constant in the interval and equal to £,.

We then have (supposingr fo=0)

f I'(hdi=F— (1—COSwt)dt

Integrating over one period, i.e. putting

by=Hh-+27/we, we have

t1+2r/w, , 2
f I'()di= 2

't o

If I/(t) is the ordinate of the new curve, for
t=t,, provided that the segments of the surface
are equal, we have
2

cta

Ii,<ta)’f;lr: =+

Hence, replacing ¢, by ¢,

I/(t) = :F_l..L.

™ i—lfo (18)

This equation represents the impulse of the net-
work, i.e. the new form of the impulse when a
90° phase-shift'“is added at all frequencies. This
curve is shown in (a), Fig. 4. ; B

(b) Band-pass filters. From (15) we obtain
directly, by integration,
= [w COS wey (o) we; COS w0,y (E—to)

Wey (t—to)

= (19
T we(t—1) T ]’ (19)

an equation which represents the difference be-
tween the impulse responses of two ideal high-
pass filters [see equation (21) below | whose cut-
off frequencies coincide respectively with the-
higher and lower cut-off frequencies of the band-
pass filter.

Formula (19) can also be written in the form
Is'(t)
— o ¥ W sin £(w,—

%(‘*’cz -

we, )t
we )t

sin ‘%(woz_i'wcl)t' (20)

The shape of this curve is shown in (), Fig. 4.
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(c) High-pass filters. If the impulse response
of an ideal high-pass filter is added to that of
an ideal low-pass filter having the same cut-off
frequency, the impulse response obtained, I;(£),
is given by equation (18). Hence

Iy () =1(6) — I/ (8). (21)

The impulse response of the high-pass filter is
then
we €08 we(t—to)

IH’(L‘)=:F7 wc(t*‘lfo)

(22)
The shape of this curve is shown in (¢), Fig. 4.
(3) Applications

(3.1) Fundamental Principles

One of the most important conclusions of the

preceding study is that if two networks have the .

same impulse response, they are equivalent from
the point of view of transmission.

Now, a very simple method exists of obtaining
a given impulse response. This consists of using
the circuit shown in Fig. 5, made up of a bridge
driven at diagonally opposite points, the output
voltage being taken off the other diagonally
opposite points. There are 3 resistance arms, the
fourth consisting of a real or artificial line. This
line has a characteristic impedance Z;, which is
practically a resistance. The bridge is balanced
with the line terminated in its characteristic im-
pedance so that, if we apply a voltage to the
input, the output voltage is zero. In particular,
if an impulse is applied to the input, it will be
transmitted to the line, propagated and absorbed
by the terminal impedance.

To produce a definite impuise response, we pro-
ceed as follows. At equidistant points throughout
the line we produce reflections, all of which are

RETARDATION. LINE E}Z
—_— ]

 Fig. 5—Principle of a nelwork incorporating an artificial
line. By producing convenient refleciions in the line any kind
of characteristics can be obtained.
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Fig. 6—Showing how the amplitudes of the reflections must
be adjusted in order to oblain the required characteristics. -

propagated towards the input of the line. A
fraction will reach the output diagonal. The
reflections will arrive at the terminals of the
diagonal in succession at time-intervals equal to
the time taken by the impulse to travel from
one point where a reflection occurs to the next.
If these intervals are very short, a continuous
curve will be obtained and, by controlling the
amplitude of each reflection, the desired shape
of impulse response may be obtained.

Let us, for example, construct a network hav-
ing the impulse response shown in Fig. 6. Above
this response is represented the artificial line of
the circuit of Fig. 5. The scale of the diagram is
such that if an impulse is applied to the input
at time ¢=0, and if it arrives at the point M of
the line at time ¢, the abscissa of this point on
the diagram is also equal to .

The line is divided into sections by a series of
ordinates representing the points where reflec-
tions are produced. Two successive reflections
are produced with a time-interval equal to At
Under these conditions, if we adjust each reflec-
tion to correspond in amplitude and size to the
appropriate ordinate of the impulse response
shown beneath the line, we shall obtain across
the output diagonal of the bridge an impulse
response of the desired form.

Naturally, when a reflection is produced, the
line impedance and characteristics change, so
that the propagation of the impulse along the
line is no longer uniform; furthermore, multiple
reflections may be produced. These difficulties
are, however, avoided by producing reflections
of very small amplitude, of the order of a few
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per cent of the direct impulse. Of course, this
results in a very small signal at the output and
is a disadvantage of the system. However, this
may be compensated by connecting an amplifier
to the output.

From the above we conclude that with this
circuit it is possible to construct a network hav-
ing any desired characteristics.

A circuit of this type, which the author has
constructed, and which, on account of the sim-
plicity of adjustment, makes it possible to con-
struct a compensating network or a circuit having
a given characteristic in a few minutes, will now
be described.

It will be observed that this method is par-
ticularly simple when it is desired to construct:

(@) A corrector circuit,

(6) A network equivalent to another orne, or

(¢) An electrical filter whose impulse response
is known.

In the first case, it is sufficient to connect this
circuit in series with the circuit which it is de-
sired to correct and suitably adjust the reflec-
tions to correct the distorted impulse response;
in the second, it is sufficient to obtain an impulse
response identical to that furnished by the net-
work to be copied. Finally, the given impulse
response can be obtained quite simply.

The experimental arrangement will now be
described and examples given of its application.

(3.2) Experimental Arrangement
This comprises (Fig. 7) an impulse generator,

a reflecting network, and a cathode-ray tube
circuit for observation of the impulse responses.

CATHODE RAY
| OSCIL LOGRAPH

<

4

IMPULSE
GENERATOR

REFLEGCTING
NETWORK

SYNCHRONIZING SIGNALS

Fig. 7—Experimental arvangement for adjusting the net-
work of Fig. 3. Any kind of characteristics can’de obtained in
a few minutes. An example is given in Figs. 12 and 13.
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Fig. 8—Shape of the impulses produced by the generator.

1

Fig. 9—Schematic showing some sections of the artificial
line. The reflections are produced by varying slightly the
capacitances C,. .

(3.2.1) Impulse Generator.

The impulse generator may be of any type.
One may even (as we have done in the course
of our study) use a square-wave generator. In
this case the impulse responses must be replaced
by indicial responses.

The impulses produced by the generator must
be of very short duration, very much shorter
than the period of the highest frequency to be
transmitted. In the present state of technique,
impulses having durations of less than 1 microsec.
can be produced without great difficulty, and
this makes possible the study of circuits at fre-
quencies up to several megacycles per sec.

The author has developed a particularly simple
circuit to obtain impulses of less than 0.1 micro-
sec. duration at any desired frequency and hav-
ing an amplitude of nearly 70 volts in a resistance
of 300 ohms. The type of impulse is represented
in Fig. 8 The harmonics produced by these
impulses have a constant amplitude up to fre-
quencies of the order of 15 to 20 Mc./s.
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The peak power produced by these impulses is
almost 15 watts, but the mean power is extremely
small. A square-signal generator giving square
signals of 15 watts peak will produce a mean
power of some watts and will be much more
complicated to design.

(3.2.2) Reflecting Network.

The reflecting network is of the type shown in
Fig. 9, with input and output transformers.

The delay line is made up of a series of low-
pass sections with mutual inductance between
the successive sections (see Fig. 9).

The mutual inductance M is of such a value
that the time-delay produced by the line is as
nearly as possible independent of frequency.
Theory shows that the best results are obtained
in the following conditions.

If Z is the characteristic impedance of the line,
and f, the cut-off frequency of each section, the
time-delay of the line will be constant within
about 19, for all frequencies lower than 3f,, and
the line elements are determined by the following
formulae:

Z .
L= 2—1i'f—c ’ (23)
M=0.1Lg, (24)
0.4
& =]§Z ) (25)

with the notations of Fig. 9. The time-delay per
section is given by the formula

T]—_—g.il-.

f. (26)

The reflections are produced by slightly de-
tuning the capacitances of the line sections. By
detuning two successive capacitances, two reflec-
tions are produced with a delay between them
equal to T7.

The number of sections necessary to reproduce
a filter response suitably is very high. An esti-
mate may be obtained by considering the im-
pulse responses of Figs. 3 and 4. Except in the
case of the low-pass filter of Fig. 4, it can be
shown that the oscillations remote from the prin-
cipal oscillation have little effect on the response
curve of these filters, except at frequencies far
removed from the cut-off of the frequencies. In
practice, to reproduce, for example, the low-pass
filter of Fig. 3, it is sufficient if only 3 secondary
maxima to the left and 3 to the right of the
principal maximum are retained. The width of
the impulse response then corresponds to a dura-
tion of the order of 7(27/w,) =7T,, where T, is
the period of the cut-off frequency of the filter.
I, on the other hand, we approximate each part
of the curve comprised in an interval whose
width is equal to 7. by 10 equidistant ordinates,
the whole curve will be made up of about 70 ordi-
nates. The retardation line should then consist
of about 70 sections, the delay of each one being
equal to 7°,/10.

This number is large, but it can be achieved
without much difficulty if the procedure indi-
cated by M. Lalande® is followed. It consists of
a continuous winding on a tube of insulating
material, with equidistant shunt arms so placed
as to obtain the self-inductance L of successive
sections of the line. The relation between the
self-inductance Ly and the mutual inductance M
with the following element is obtained by suit-

Fig. 10—Artificial line used in some practical filters.
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ably choosing the diameter of the tube and the
distance between the shunt arms. Lalande has
shown that the desired relation is indepehdent
of the diameter of the wire used for the winding
and is obtained i the distance between two
shunt arms is equal to about 1.75 times the
diameter of the tube.

A line constructed on these principles is shown
in Fig. 10. It comprises 20 sections with a total
time-delay of about 2 microsec. (Lp~>~25 uH,
Co~170 upF, Z~600 @ and 77=0.2 usec.) The

y

kind of filter working up to frequencies of the
order of 2 Mc./s. can be made.
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This is easily obtained by using trimmers of
small dimensions with mica insulation and ad-
justable electrodes.

A model of this kind has been constructed by
the author. It has 80 adjustable condensers and
the whole circuit is contained in a box measuring
16 X10X3 in.
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These results were obtained with the arrange-
ment shown in Fig. 7. To facilitate the opera-
tion, the impulse response was traced on trans-



IMPULSE RESPONSE OF

NETWORKS 51

parent paper and fixed on the cathode-ray tube.
By means of successive trimmers, the amplitude
of each of the 80 successive ordinates was ad-
justed. This was easy since the ordinates follow
in the same order as the trimmers throughout
the length of the line. It has been found that
any kind of impulse‘;response’% can be obtained
in a few minutes.

With this experimental the
author has made a series of filters and traced
their amplitude and phase curves to see how
they conform with those expected.

From this study the following experimental

arrangement,

conclusions were drawn:

(a) The departures in shape from the theoret-

ical impulse response do not greatly change the
~amplitude and phase curves. In particular the
cut-off frequency depends solely on the pseudo-
period of the oscillations of the impulse response
and is practically independent of the amplitudes
of these oscillations, at least for small departures
(309, maximum) from the theoretical ampli-
tudes.

(b) Between the pass-band and the attenuated
band, attenuations of the order of 20-25 db. can
easily be obtained. With a little more care (5
minutes’ adjustment) 30 db. is reached without
difficulty: but it is difficult to exceed this value
by much.

(c)‘ If it is desired to construct linear phase-
shift filters and if the symmetry of the impulse
response is adjusted by the eye alone, the phase
curve is almost perfectly straight. 1t is easy to
obtain good phase curves.

(d) On the other hand, good attenuation
curves are more difficult to obtain. However, skill
in adjustment is soon obtained, and then the
desired modifications of attenuation can be ef-
fected.

The author has demonstrated with this ex-
perimental arrangement, and has passed from
one kind of filter to another, completely different,
in a few minutes.

He then decided to construct compact com-
mercial filters with preset adjustments. One of
these will now be described.
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Fig. 12—Indicial response and selectivity curve of o practical
linear phase-shift filter.
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Fig. 13—Phase characteristic of the filter
referred to in Fig. 12.

(3.3) Typical Application: Filter for Television
Circuits

(3.3.1) Filter Design incorporating Arlificial Line.

This filter is shown in Fig. 11.* [t is a high-pass
filter having a cut-off frequency of 250 kc./s.
with a strictly linear phase-shift curve through-
out the pass-band, the cut-off region, and even
below into the attenuation band.

The artificial line is made up of 80 elements
(4 lines, cach of 20 elements) giving a delay of

* Reproduced from memory, as the original photograph
is in enemy-occupied country.
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7 microsec. from one end to the other, that is to
say 14 microsec. for the total duration of the
impulse response (delay between first and last
impulses received at the output of the filter).
The capacitances are fixed and have values
predetermined with the help of an identical filter
with adjustable capacitances. it has been found
that in order to obtain the balance of the bridge
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. This 1s due to the
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fact that the attenuation in each section gradu-
ally changes the characteristic impedance of the
line. Slight readjustments may be made by
scratching the surface of one of the silver layers
through the windows to be seen in Fig. 11. These
readjustments take only a few minutes and are
very easily made with the calibrating circuit
described above (Fig. 7).

The author is glad to be able to reproduce in
Figs. 12 and 13 the true attenuation and phase
. Uf Lhﬁbt ﬁlLClb

s adjusted only a square-

vailahle and 2
avauavit ana a

aitahbla
DUl LAaIC

indicial response was produced on the cathode-
This curve {Fmr 12,

Inepf\ has been

reproduced from a photograph. It will be seen
that it is limited to three auxiliary oscillations on
each side of the central peaks. This has been
found sufficient to obtain a good attenuation
curve up to more than 2 Mc./s. It may also be
seen that the central oscillations contain some
secondary peaks; these have been found to im-
prove the attenuation characteristic at high
frequencies.

A detailed study has been made by Boyer of
the modifications which must be introduced into
the theoretical impulse responses in order to
obtain the best attenuation characteristic with
the limited number of sections of the artificial
line used in each case. it has been found that
certain modifications of the impulse response
ude of some oscilia-

modification in the
atten"ﬂtlo“
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and the attenuation characterlstxc of Flg 12
was obtained.

The phase characteristic is linear (Fig. 13) and
this was obtained without difficulty.

Compared with the filters of Bode and
Dietzold,® the above filters present some advan-
tages and some drawbacks.

Among the former, the artificial-line filters
appear to be much easier to construct, are much
more compact and require only elementary calcu-
lation. The phase curves are strictly linear and
the loss in the attenuation band is comparable
with that of the filters of Bode and Dietzold.

On the other hand, the artificial-line filters
have the disadvantage—at least for the reflection -
models which have just been described—of hav-
ing a loss of the order of 25-30 db. in the pass-
band, Wh1le those of Bode and Dietzold have no
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These conclusmns were reached after the con-

the point of view of characteristics, one being
ucted by the method of Bode and Dietzold

constr

and the other by the method described above.

The filter based on the method of Bode and
Dietzold was calculated and constructed by a
colleague of the author, Mr. Redard, and the
artificial-line filter by the author (Fig. 11).
During the comparative study the impulse re-
sponses of the two filters were compared and it
was seen that the impulse response of the filter
after Bode and Dietzold contained two or three
secondary oscillations before the principal oscilla-
tion, and a great number of oscillations following
the principal oscillation. This asymmetry ex-
plains the phase distortions which, though small,
were still present in this filter.

The attenuation curves were nearly the same
for the two filters.

It should be noted that it is possible to reduce
the attenuation in the pass -band either by using

PRPRPE P PR

reflections—the adjustments are then

more co mphcated due to the multiple reflection
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(3.4) Networks Producing 90° Phase-Shift at All
Frequencies

This kind of network differs from the preceding
only in the form of its impulse response. It fol-
lows then that the circuits will be identical; but
the characteristics obtained will be different
because they are determined by the shape of the
impulse response.

Before determining the practical possibilities,
some essential properties will be referred to:

(@) The network will produce phase-shifts of
90° at all frequencies if the impulse response is
odd with respect to its principal axis; as these
odd-impulse responses are easy to obtain with
the experimental circuit of Fig. 7, it follows that
with the artificial-line circuit it is very easy to
obtain networks producing a phase-shift of 90°
at all frequencies (£ 2mar-+wot).

() The difficulty appears when it is desired to
produce an attenuation curve of a given shape,
especially curves with a very sharp cut-off, for
then the type of impulse response is also fixed,
and if one cannot approximate it practically
with a curve of relatively short duration, it will
be necessary to use a line with a long transmis-
sion time and a large number of sections. Some
examples follow.

(3.4.1) High-pass Filters.

The impulse response of this type of filter is
shown in {(¢), Fig. 4. It is a curve with principal
oscillations in the central region and oscillations
decreasing progressively in amplitude to the left
and right of this region. These secondary osgilla-
tions extend to infinity.

To reproduce this impulse response faithfully,
an artificial line having an infinite number of
sections is necessary. But, as in the linear phase-
shift high-pass filter of Figs. 12 and 13, one may
neglect the secondary oscillations and retain only
the central part. This will modify the attenua-
tion curve, which will no longer be the ideal one
of (¢), Fig. 4 but, as in the filter mentioned
above, the characteristic may still be acceptable
in practice.

It will be noticed that the oscillations of the
impulse response, which extend to infinity, are
similar to those of the linear phase-shift high-
pass filter of (¢), Fig. 3. In particular, the oscilla-
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Fig. 14—Theoretical impulse response of a high-pass filter
producing o phase-shifi of 90° at all frequencies. The second-
ary oscillations shown in dotted lines can be neglected for usual
applications.

tions of these two impulse responses have the
same envelope

1
EW) = iw(t—to)
as may be deduced from equations (11) and (22).

It follows from this similarity that, as in the
case of the above-mentioned filter, secondary
oscillations may be neglected and, by confining
the treatment to the central part, a sufficiently
regular cut-off may be obtained.

As an example, let us limit the response to a
duration 5.57,, T, being the period correspond-
ing to the cut-off frequency of the filter. That is
equivalent to neglecting the secondary oscilla-
tions shown in dotted lines in Fig. 14. If we
approximate each wave of duration 7. by 10
equidistant ordinates, 110 are required in all.
The artificial line will then need 110 sections—
which are easily constructed—and a transmission
time 7" from end to end equal to 5.57./2.

As an example, to make a high-pass filter of
this type with a cut-off frequency equal to
100 kc./s. (T.=10 usec.) one needs an artificial
line having about 110 sections and giving a total
delay of 27.5 usec.

These filters will only produce the phase-shift
of 90° and the predetermined attenuation char-
acteristic for the frequencies at which the line is
satisfactory. We have seen that the transmission
delay of this type of line is constant to within
approximately 1%, for all frequencies less than
0.5f,., where f,, is the cut-off frequency of the
sections of the line. Now, from (26) we have the
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As values of n between 100 and 200 are reason-
able, it will be seen that it is possible to design
high-pass filters of this type operating up to
frequencies nearlv 10 times higher than the cut-
off frequency.

For instance, a high-pass filter of this tvpe
having a cut-off frequency of 100 ke./s. will give
a phase-shift of 90° and good attenuation char-
acteristics up to frequencies of about 1 Mc./s.,
if the retardation line comprises approximately
140 sections.

(3.4.2) Band-pass Filiers.

The impulse response of this type of filter is
shown in (b), Fig. 4. 1t is evident that to obtain
a good attenuation characteristic the principal
oscillation of the envelope and some secondary
oscillations must be preserved. The duration of
the impulse response is then proportional to the
duration of each oscillation or fraction of oscilla-
tion of the envelope, i.e. to T or 27/{w., ~w.,)-

Thus, the duration is inversely proportional
to the width of the pass-band. Consequently, for
small band widths, lines of long delay and large
physical dimensions are required. The larger the
band width, the simpler is the design of band-
pass filters of this type.

(3.4.3) Low-pass Filters. ’

The impulse response of this type of filter is
shown in (a), Fig. 4. Here all secondary oscilla-
tions to the left of the vertical axis have negative
amplitude, and those to the right positive ampli-
tude. Consequently the wvalue of the integral
(17) is no longer negligible for these oscillations,
especially at very low frequencies; the curve of
attenuation will therefore be greatly distorted at
these frequencies.

In practice it is impossible to design low-pass
filters of this type with good transmission of fre-
quencies in the neighbourhood of zero. The
higher the lowest frequency to be transmitted,
the simpler is the design of these filters.

The author hopes to present a more quantita-
tive analysis of the preceding study in a sub-
sequent paper.

This work was carried out in Paris, at the
Laboratories of Le Matériel Téléphonique in
1937-1939, and the author is glad to take this
opportunity of expressing his sincere apprecia-
tion to the Technical Manager, Mr. E. M.
Deloraine, and to Mr. Saphores, Chief Engineer,
for their interest in the work. He wishes also to
express his sincere appreciation to Mr. Van
Mierlo, under whose supervision he worked for
many vyears and to whom he is indebted for
many useful suggestions.

The experimental work has been done by the
author’s friend and collaborator Mr. Bover, and
has given him a new occasion to admire Mr.
Bover’s ability to overcome obstacles and his
great skill in experiments.

The author has only one regret, that of being
unable to give the beautiful intuitive and experi-
mental conclusions of Boyer on the relationships
between the modifications of the impulse re-
sponse forms and the attenuation and phase
curves. The greater part of the documents have
unfortunately disappeared since the German in-
vasion of France.
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Editor's Note: The Radio Divection Finder, first introduced commercially by the Federal Telegmph
Company,* and the Sperry Gyro-Compass, h(we played and are plaving a dominant role in marine navi-

gation particularly aboard naval craft and merchant vessels. In this article the operation of the Radio
Dirvection Finder and its automatic coordination with the gyro-compass are hwt’ﬂ'\y indicated. The ‘f'llnf]/l-
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mental principles of the gyro-compass are then expla'med at some length mmmuch as s opemtwn s
seldom mvestzgated or clearly understood by engineers in other ﬁeldc Further, it is felt that this exposition
s of timely inieresi in view of greai maritime expansion necessitated by war conditions.

Sis well known, a Radio Direction Finder
is a device making use of the directive

anattritnig tranartioe of o lans antanna

. il leClVlllg lJlUlJCl ties O1 a lUUlJ d-llLClll.ld.
to determine the direction of an incoming radio

On ':]'nnhngrd the radio direction finder

signal.
has become an 1mportant adjunct to navigation
as it enables the navigator to determine the ship’s
position quickly and accurately in relation to
radio beacons aboard lightships or at fixed shore
stations. If the Radio Direction Finder were used
as a simple homing device, the loop antenna could
be made stationary with the plane of the loop
athwart the ship’s beam. This is, of course, not
practical as it would limit the operation and use-
fulness of the instrument. Hence, the marine
tvpe Radio Direction Finder

rotatable loop coupled to a pointer so that the
direction of the received radio signal may be
quickly indicated on an appropriate scale called
the bearing or azimuth scale. (See Figs. 1, 2,
and 3.)

IQ P(‘HHT\T\P{" \)\711‘]’] a

If the Radio Direction Finder is installed on

shore, the pointer indicates the source of a radio
signal or direction on a bearing indicator scale

permanently set to indicate the points of the
compass. When the instrument is fitted aboard

Q]"Ilh f‘]’IP hpnding r\'F the c]'np m rn]afn’\n to 1-rnn
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north changes whenever the ship’s course is
changed so that a fixed scale would only indicate
the direction of the received radio signal in rela-
tion to the beam of the ship and not its heading.
The true direction of the radio signal might then
be determined by interpolating the reading of
the loop pointer on the fixed bearing scale against

* Now the Federal Telephone & Radio Corporation.

the true heading of the ship as indicated by the
ship’s compass.
In order to sim

the possibility o f error, the bearing scale on a
ship’s Direction Finder is made rotatable. Thus

the bearing scale can be turned to indicate the
ship’s heading as read from a compass. If the
bearing scale is properly set, the direction of the

received radio signal may be read directly with-

~out complicated interpolation. In early Radio

Direction Finders, the rotatable bearing scale
could only be set by hand after the ship’s heading
had been verbally transmitted to the operator

Uy LUC ucuumudu

It was found advantageous, on ships equipped
with Sperry Gyro-Compasses, to nrnvu‘]p a re-

willl OpcChly ,J.v Passcs

peater compass in close view of the Radlo Direc-
tion Finder scale so that the person operating
the Radio Direction Finder could accurately set
the bearing scale from the repeater compass
scale. Thus the cooperation of a second party was
not required.

Both these methods had their disadvantages.
When using a regular compass, only the sense of
vision is required but, when using a Direction
Finder, the operator depends both upon hearing

If the bn"lf‘!ﬂg must be set ]'\‘7 hand

il Hiusty Hiaiila,

the operator must first set the scale to the ship’s
course and then correlate the sound input of the
receivers with the ship’s heading and note the
reading on the scale. Before this can be done, the
ship may have yawed several degrees off its
course, appreciably affecting the results.

Soon after the Federal Telegraph Company
perfected the first commercial marine Radio Di-

A

rection Finder in 1941, its englneers Degan de-

and vigcion
alild VisiOfi.
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Fig. 1—A modern rotatable loop manufactured by the
Federal Telephone & Radio Corporation for use with its
marine radio direction finders. The loop, as shown, is installed
above the deck of the ship.

velopment work on a Direction Finder equipped
with a rotatable bearing scale automatically in-
dicating the ship’s heading. A Radio Direction
Finder was designed that could be equipped with
a Sperry Gyro-Compass repeater motor to turn
the bearing scale. Further, engineers of the Sperry
Gyroscope Company cooperated by designing a
repeater motor for this purpose (Fig. 4). The
resultant Radio Direction Finder operates with
far greater accuracy as the radio bearings then
can be read directly and instantaneously once the

Direction Finder repeater motor is synchronized
with the ship’s gyro-compass. The first Radio
Direction Finder equipped with a Sperry Gyro-
Compass repeater motor was installed by Federal
on the S.S. Manhattan in the fall of 1932. Today
more than fifty percent of the Radio Direction
Finders installed on ships use this repeater
feature.

The importance of the gyro-compass and the
Radio Direction Finder has been enhanced by
their coordination. In view of the fact that the
operation of the gyro-compass is not generally
understood by engineers not in the marine field,
the following description is felt to be of timely
interest.

THE GYRO-COMPASS *

The word “‘gyroscope” is of French origin—a
combination: of two Greek words, ‘‘gyros,”’ mean-
ing turn or revolution, and ‘“‘skopein,” meaning
to view, the literal translation of the two words
being ‘‘to view the revolution’” of the earth. The
correct pronunciation of the word is with the g
soft as in ‘‘gentleman.” In the first syllable the
y is long, as in ‘“‘sky.” Ro is pronounced like the
row in rowboat, and scope to rhyme with rope.

The reason the French have the distinction of
originating the name gyroscope is because the
great French scientist Leon Foucault was one of
the first authorities on the subject of gyroscopic
phenomena, having succeeded as early as 1852
in actually producing a gyroscope with which he
could observe, with the aid of a microscope,
the ceaseless onward movement of the earth’s
rotation.

If the reader will permit one more slight di-
gression it might be well to remember (before we
get down to business) that the sphere on which
we live is in itself a mammoth gyroscope and that
there would be no life at all on the earth if it did
not revolve like a top, with the direction of its
polar axis fairly constant. Otherwise the surface
of the earth would be exposed to extremes of
heat and cold with such rapidity that living or-
ganisms would not be able to survive.

* Extracted from a manual on the Sperry Gyro-Compass
and Gyro-Pilot, published by Sperry Gyroscope Company,
Inc., Brooklyn, New York, and reproduced by permission.
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Fig. 2—Type 106 Radio Direction Finder manufactured
by the Federal Telephone and Radio Corporation.

Definition and Principles of the Gyroscope

There is nothing mysterious about the gyro-
scope. Its actions, though they may appear at
first to defy the laws of physics, in reality depend
entirely upon Sir Isaac Newton’s Laws of Motion.

Many of the toys we used to play with were
based on gyroscopic principles. A spinning top is
an elementary form of gvroscope, the ‘‘diabolo”
-—once a popular object for pastime—is another;
so also is a hoop, for it will exhibit the character-
istics of a gvro as long as it has sufficient motion
to roll along the ground.

All of the practical applications of the gyro-
scope are based on two fundamental charac-
teristics, namely: ‘Gyroscopic Inertia” and
“Precession.”

Gyroscopic Inertia, or rigidity in space as it is
sometimes known, is the tendency of any rotating
body to preserve its plane of rotation. For ex-

ample, a hoop, when set in motion, will keep on
rolling if undisturbed, approximately in a straight
line, instead of tipping over as it would if not
revolving.

The second characteristic of the gyroscope—
Precession—is also exhibited by the rolling hoop.
If we wish to change its direction of travel, we
do not press against the rim at the front or back,
but at the top—as though we intended to tip it
over about an imaginary horizontal axis. The
hoop resists this pressure and turns, instead,

Fig. 3—Tvpe 105 Radio Direction Finder manufactured
by the Federal Telephone and Radio Corporation.
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about a vertical axis which is at right angles to
the axis about which the pressure was applied.

If we transform the hoop into a wheel, provide
an axle for it, and mount the axle in supporting
rings as shown in Fig. 5, we can obtain a true
gyroscope, which is simply a spinning wheel or
mass, universally mounted. Only one point—the
geometrical center of its supporting system—is
in a fixed position, the wheel being {ree to turn
in any direction around this point. The wheel or
rotor is free to revolve in its supporting ring
about axis 1. The supporting ring is free to re-
volve in an outer ring about axis 2 which is
always at right angles to the axis of rotation of
the wheel. The outer ring, likewise, is free to
revolve in pivot bearings in a supporting frame
about axis 3 which is always at right angles to
the axis of rotation of the inner ring.

With this arrangement, the axle can be pointed
in any direction without altering the geometrical
center of the assembly. When such a wheel is
spinning, it exhibits exactly the same character-
istics as the hoop, but does so without having to
be rolled along the ground. “‘Gyroscopic inertia”
may be illustrated by spinning the rotor and
placing it in the position shown in Fig. 6. If the
base of the gyroscope is tilted, as shown in Fig. 7,
the rotor, instead of tipping over, as it would if
not revolving, maintains its original plane of
rotation. It will continue to do so, no matter how
much the base of the gyro is moved about, as
long as it continues to spin with sufficient velocity
to overcome the friction between itself and its
supporting bearings.

This characteristic is the result of the action
of forces affecting the state of rest and motion of
a gyroscope in the manner expressed by New-
ton’s First Law of Motion, which states that
every body continues in its state of rest or of uniform
motion in a straight line, unless it is compelled by
forces to change that state. This law as applied to
a rotating wheel may be expressed by stating
that a rotating wheel tends to maintain the direc-
tion of its plane of rotation in space and the
direction of its axis in space.

“Precession” may be illustrated by applying
a force or pressure to the gyro about the hori-
zontal axis as shown in Fig. 8. It will be found
that the applied pressure meets with resistance
and that the gyro, instead of turning about its
horizontal axis, turns, or ‘‘precesses’’ about its

Fig. 4—Rear view of a Type 106-Federal Radio Direction
Finder equipped with a Sperry repeater motor to volaie lhe
bearing scale in relation to changes in the ship’s heading.

vertical axis in the direction indicated by the
arrow P. Similarly, if we apply a pressure about
the vertical axis, the gyro will precess about its
horizontal axis as shown at P in Fig. 9. If there
were a complete absence of inertia and friction
about the precessional axis, the rate of precession
would be such that the resistance of the gyro
would be exactly equal to the applied pressure
at any instant, and no movement from this pres-
sure could ensue until the gyro had precessed so
that its plane of rotation coincided with the
plane of the applied pressure. Then the precession
would cease and, with it, all resistance to the
applied pressure.

A convenient way to remember the direction
in which precession takes place is to regard the
pressure as though it acted at a single point on
the rim of the wheel, as indicated by the black
dot in Fig. 8. This point will not move, in re-
sponse to the pressure, but a point of 90 degrees
beyond, in the direction of the wheel’s rotation,
will move away instead.

There vou have the gyroscope in a nutshell,
but inasmuch as the next step will be an explana-
tion of the reason for precession, you may wish
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Fig. 5—The gyroscope has three axes of angular freedom.

to ask a question or two at this point. You might
like to ask, for instance, why it is that of the
many rotating objects with which vou are fa-
miliar, some display gyroscopic phenomena and
others do not. Why does a fop exhibit gyroscopic
characteristics while an engine flywheel, which
also spins with high angular velocity, does not?
Why does a rifle bullet behave like a gyroscope
while a windmill merely behaves like a windmill?

Gyroscopic properties are inherent in all ro-
tating masses, but can best be observed in those

Fig. 6—When spinning, the gyro exhibits
“gyroscopic inertia.”

which have the greatest amount of freedom about
two axes in addition to the spinning axis. The
top comes under the latter category. The engine
flywheel, on the other hand, is limited to one
angular axis of freedom—its spinning axis. A
rifle bullet may be likened to a gyroscope because
it is free to revolve about two other axes, in addi-
tion to its spinning axis; therefore it exhibits gyro-
scopic inertia, tending to maintain a straighter
line of flight than it would if not rotating. A
windmiil has freedom about its spinning axis and
also about a vertical axis (as it must be able to
turn in any direction under the control of its
rudder). It has no freedom about a horizontal
axis other than its spinning axis, however, and
therefore, although precessional forces are im-
pressed upon the apparatus by shifts of wind,
there are no visible effects. The precessional
forces result in a torque which is absorbed in the
bearings. In a windmill these forces are small,
however, owing to the light construction of the
fan. In order to obtain maximum gyroscopic
effects a rotor should be comparatively heavy,
with as much of its weight concentrated at the
rim as practicable, and it should spin with con-
siderable velocity. Gyroscopic inertia depends
upon angular velocity, weight and radius at
which the weight is concentrated. Maximum
effect is obtained therefore from a mass, with its
principal weight concentrated near the rim, rotat-
ing at high speed.

Fig. 7—The original plane of rotation is maintained no
maiter how the base is moved about.
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Fig. 8—Precession about lhe vertical axis.

Reason for Precession

The reason for precession may be explained
quite simply if we consider the mass of the rotor
to be concentrated in separate particles such as
A, B, C, and D in Fig. 10. The latter is a section
through the center of the rotor, just as though
vou sliced it in half with a knife, threw the upper
half away and lay the bottom half on the paper.
We will assume that the wheel is spinning with
considerable velocity in the direction of the arrow
R at the top, and we will select that instant in
the cycle when the particles are in the positions
shown in the figure. If we can show what will
happen to four particles equally spaced as are
A, B, C, and D, we can show what happens to
the entire rotor, since all other particles within
it act in the same manner.

In order to make the explanation clearer we
will simulate the movements of the rotor by
corresponding motions of this book itself, and as
a first step in this direction. we will lay the book
flat upon the table.

Now let us assume that a force F is applied
against the rotor just as though we pressed down
against the paper with a pencil at this point—as
though we tipped the top of the book down, the
bottom #p. This would tend to rotate the wheel
about the axis X-X'. Sir Isaac Newton said, in
effect, that all matter is pigheaded or stubborn—
that it will continue to move in a straight line

Fig. 9—Precession about the horizontal axis.

unless disturbed, and if disturbed, it will offer
resistance to the disturbing force. Let us see what
happens to particle A. This particie was moving
to the right before we started pushing down at F.
Now however, it tends to move to the right and
down into the paper—a combination of the mo-
tion-due to the wheel’s rotation and the motion
due to our applied force F. Likewise particle C,
which was moving to the left, now tends to move
to the left and up out of the paper.

Y

Fig. 10—Gyro rotor shown in section. For the sake of
clarity its mass is considered lo be concentrated in the four
separate particles, 4, B, C, and D.



62 ELECTRICAL COMMUNICATION

As a result of these motions the wheel actually
turns about the axis YY’ which is at right angles
to the axis about which the force F was applied.
Its motion is the same as though we tipped;the
right hand side of the book down, the left up.
" This is precession.

The reader will probably ask: “What happens
to B and D?” Since B and D lie in the axis about
which the force F is applied, they are unaffected
by that force. Like A and C, however, they are
pigheaded, and want to have their own way.
j.’Because of the wheel's rotation, B moves
toward the bottom of the page, D toward the top.
But the wheel is now turning about axis YY’
because of its precession. Therefore B tends to
move toward the bottom of the page and down
into the paper, D tends to move toward the top
of the page and up out of the paper. In a per-
fectly balanced gyro operating without friction,
the sum of these motions would exactly offset the
force F, so that no motion could take place about
axis XX’. Thus the only motion which could
result from the application of a force as at F
would be precessional rotation about an axis at
right angles to the axis about which the force is
applied. In other words, the wheel moves in the
direction of the least resistance to any force which
tends to disturb its plane of rotation—and the
point of least resistance is always 90 degrees
away in the direction of the wheel’s rotation.

Fig. 11—A gyro with its spinning axis set in the East-West
position at thejequator appears to turn about its horizontal
axis once each twenty-four hours.,

VERTICAL
AXIS

EQUATOR
=

S
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Fig. 12—A gyro with its spinning axis set horizontal at the
Pole appears to turn about its vertical axis once each twenty-
four hours.

Operating Principles of the Gyro-Compass

In the Gyro-Compass the characteristics of
the gyroscope, “inertia’ and ““precession,” which
we have just explained, are combined with two
constant, natural phenomena—the earth’s rota-
tion and the force of gravity, with the result that
the instrument aligns itself with the geographic
meridian and provides a constant true north
indication regardless of the rolling, pitching, and
yvawing of the vessel.

Apparent Rotation

Let us consider the gyro to be mounted at the
equator with its axle east and west. We will
observe its behavior from a point in space beyond
the South pole as shown in Fig. 11. To avoid
confusion we will dispense with the supporting
rings in this and subsequent illustrations, and
show only the wheel and axle of the gyro, as these
are the parts with which we are concerned chiefly.

The earth turns in the direction of the arrow,
or clockwise, with an angular velocity of one
revolution every 24 hours, carrying the gyro
around with it; but the gyro, because of its
inertia, maintains its original plane of rotation
in regard to space just as it did when its base was
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tilted as shown in Fig. 7. With respect to the
earth, however, the gyro rotates about its hori-
zontal axis with an equal velocity (one revolution
in 24 hours) but in the opposite direction to the
rotation of the earth. After three hours the end
of the axle which was pointing east apparently
is elevated at an angle of 45 degrees; after six
hours, 90 degrees; after twelve hours, 180 de-
grees; and so on, until, at the end of 24 hours, it
is back where it started.

Similarly, if we consider the gyro to be placed
either at the North or the South pole at the
theoretical axis of rotation of the earth, with the
axis of the gyro horizontal, as shown in Fig. 12,
the gyro will appear to rotate, but this time about
its vertical rather than its horizontal axis.

At points between the poles and the equator
the gyro appears to turn partly about the hori-
zontal axis and partly about the vertical, be-
cause it is affected by both the horizontal com-
ponent and the vertical component of the earth’s
rotation (see Fig. 13). The horizontal component
of the earth’s rotation causes the north end of
the axle to rise. The vertical component causes
it to turn to the east.

The reader will perceive that the difference
between gyroscopic inertia and apparent rotation
is simply one of point of view. As far as space is

Fig. 13—A gyro with ils spinning axle set horizontal at
any point away from the equator mainiains its plane of rola-
ton in space and apparently moves about both its horizonial
and vertical axis.

Fig. 14—T0 make the gyro seek the North a mercury tube is
added, its effect being applied about the horizontal axis.

concerned the gyro remains fixed. In comparison
with the earth, however, the gyro actually ro-
tates as described above. It is this rotation which
makes it possible to apply the force of gravity so
as to convert the gyroscope into a North seeking
gyro-compass.

The first step in this direction is to cause the
gyro to precess toward the meridian. Fig. 14
shows diagrammatically a gyro to which has been
added a pair of containers with interconnecting
tube; the assembly is partially filled with mercury
and is attached to the gyro frame in such a way
that it will tilt with the gyro when the gyro tilts
or rotates about its horizontal axis. With the
gyro at the equator and horizontal as shown at
A in Fig. 15, the mercury is distributed equally
in the tube and its weight exerts an equal down-
ward pressure on each end of the axle. Therefore,
in this position, the mercury has no effect upon
the gyro. As the end of the axle which is pointing
east (the right-hand end) slowly rises, some of the
mercury, under the influence of gravity, is trans-
ferred to the lower end of the axle, as shown by
the arrow at the left in B of Fig. 15. In this posi-
tion a force is being exerted about the horizontal
axis; the effect of the mercury being the same as
though we were to push down on the west end
(the left-hand end) of the gyro axle. The result
is that the gyro precesses about the vertical axis
as shown by the small arrows at the top in C
and D, the axle turning slowly counter-clockwise.
As the end of the gyro which at first was pointing
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Fig. 15—Effect of the mercury ballistic when applied about the horizontal axis.

east (which we shall now refer to as the north
end) precesses toward the meridian, it continues
to rise, under the influence of the earth’s rotation.
After the gyro axle has precessed so that it is
parallel to the meridian, the excess mercury at
the south end causes its precession to continue,
and the end of the gyro axle which was at first
pointing west (which we shall now refer to as the
south end) is carried to the east of the meridian.
This south end now commences to rise and the
mercury starts flowing back to the north end,
precession being gradually diminished until the
axle is again horizontal and the mercury evenly
distributed. At this point precession of the north
end toward the west ceases. The south end con-
tinues to rise, however, because it is still east of
the meridian, and at length the mercury in the
north side of the tube overbalances that in the
south side. Precession, therefore, is reversed, and
the north end returns toward the meridian, de-
clining more and more as the south end continues
to rise. This oscillation of the gyro about the
meridian may be clearly understood by referring
to Fig. 16 which shows the movements of the
gyro axle projected onto a vertical plane. The
ellipse in Fig. 16 is the result of a displacement
of the gyro axle of only a few degrees from the
meridian. If the gyro axle were pointing east and
west at the beginning of the cycle, as shown in
Fig. 15, precession would take place through 180
degrees in each direction, and at one extreme the

north end of the gvro axle would point east, at
the other, west. In any case the gyro never comes
to rest, as there is no force tending to restore its
axle to a horizontal position until after it has
passed the meridian.

The ratio of the movement about the hori-
zontal axis (caused by “apparent rotation’) to
the precessional movement about the vertical
axis (caused by the flow of mercury) determines
the shape of the ellipse. If the free surface of the
mercury in the containers is increased so that
more mercury can be transferred, the rate of

precession will increase and therefore the ellipse

will be flatter. If the mercury effect is decreased,
the rate of precession will diminish to a point
where the ellipse would, theoretically, be almost
circular.

In the preceding paragraphs we have explained
the behavior of a gyro under the simplest form
of mercury control, the mercury being attached
directly to the ring, frame or casing which sup-
ports the gyro. With such an arrangement the
mercury can act only about the horizontal axis,
and the gyro, therefore, will precess only about
the vertical axis. An additional pressure is re-
quired about the vertical axis in order to generate
precession about the horizontal axis that will
counteract the natural tendency of the gyro axle
to tilt. The manner in which this is accomplished
will be shown in the following paragraphs.

It will be necessary first, however, to explain
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the basic elements of an actual gyro-compass. As
shown in Fig. 17 the rotor is contained in a case
(1) and the case is supported on horizontal bear-
ings in a vertical ring (2). The rotor-case and the
vertical ring are free to turn about the vertical
suspension axis (3). Although the gyro-compass,
as shown in Fig. 17, necessarily differs in its de-
tails of construction from the model gyros shown
in some of the previous illustrations, it has the
same angular freedom about its spinning, hori-
zontal, and vertical axes, and exhibits exactly
the same characteristics.

Fig. 17 shows the addition of an outer frame
(4) called the phantom, which is driven by an
electrical follow-up system so that it follows
every movement of the gyro about the vertical
axis. By supporting the mercury tube or ballistic
(5) in bearings in the phantom ring we can obtain
a controlling action about the vertical axis of
the gyro so as to arrest its oscillations and cause
it to align itself with the meridian.

This is accomplished by connecting the mer-
cury ballistic to the gyro case at a point (6)
slightly to the east of the vertical centerline. With
this arrangement the major effect of the mercury
still acts about the horizontal axis and causes the
gvro to precess toward the meridian as before;
but there is now an additional effect about the
vertical axis which causes the gyro to precess
about the horizontal axis, introducing a tilt of
the gyro counter to the natural tilt resulting from
“apparent rotation.” The end of the axle will
therefore follow a spiral path as shown in the
polar diagram, Fig. 18. The reduction of the os-
cillation produced by the action of the mercury

Fig. 16—Diagram showing the movement of a mercury-
controlled gyro wheel when set with its axle pointing east of
north.

6

Fig. 17—Elements of the Gyro-Compass. In order to obtain
a more symmelrical construction, the mercury ballistic con-
sists of two sets of containers and tubes, instead of the single
pair of containers shown in preceding illustrations.

ballistic about the vertical axis is called ‘“Damp-
ing.” A careful consideration of the action of the
mercury ballistic will make it apparent that the
only position of rest which the gyro can find at
the equator will be with its axle horizontal and in
the meridian. In other words, we have obtained
a true, meridian-seeking Gyro-Compass.

A number of other factors must be considered,
however, before we can obtain a gyro-compass
which will function accurately and reliably, at
various latitudes, on a rolling, pitching wvessel
moving over the earth’s surface at considerable
speed.

We have seen that the action of the mercury
ballistic about both the horizontal and vertical
axes is made possible by the use of the phantom
element. This element serves another important
purpose: it provides a means of suspending the
gyro so that it is practically free from friction
about its vertical axis. The gyro is supported from
the top of the phantom by steel wires and the
phantom is kept in exact alignment with the gyro
by means of an electrical follow-up system. The
compass card is a part of the phantom element,
the whole of which is supported on ball bearings
from the main supporting frame or ‘‘spider.”
Thus, with the exception of the eccentric connec-
tion between the mercury ballistic and the gyro
case and the upper and lower guide bearings,
which are practically frictionless, there is no
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Fig. 18— Action of the gyro axis when the mercury ballistic is
connected to its casing through an eccentric prvot.

physical contact which ean result in any friction
between the sensitive gyro element and the com-
pass card or other external parts.

Tf 4hn A;sienca 1 +
11 the COmpass were 1w be used on sho

would be feasible to control the gyro simply by
suspending a weight from the phantom, like a
pendulum, and connecting the weight to the ec-
centric pivot on the bottom of the rotor case.
This would be impractical on board ship, how-
ever, where a compass is subjected to rolling
movements in an intercardinal plane (northeast
to southwest, or northwest to southeast). Inter-
cardinal rolling causes a compass to swing in its
gimbals, with the result that the pendulum would
be subjected to acceleration forces which would
cause a continuous torque about the vertical axis
of the compass.

One way of avoiding this effect would be to
stabilize the compass gvroscopically and so pre-
vent it from swinging. In the Sperry compass,
however, the complication of stabilizing gvros is
‘avoided by the use of the mercury ballistic,
which controls the gyro as we have already ex-
plained. The mercury ballistic is non-pendulous;
its weight is distributed equally above and below
the gyro axle so that it is neither top-heavy nor
bottom-heavy. Therefore, no acceleration forces
are generated and no torque about the vertical
axis of the compass is introduced by the swinging
of the compass in its gimbals.

Under slow rates of inclination such as those
produced by the earth’s rotation, the action of
the mercury ballistic is equivalent to that of an
ordinary pendulum, but opposite in direction.
Under rapid rates of movement, however, the
small bore of the mercury tubes prevents the

mercury from surging back and forth and intro-
ducing errors in the compass.

Damping Factor

The extent of the damping action is governed
by the displacement of the mercury ballistic con-
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compasses arc given a damping factor of 669,
i.e., the eccentricity of the connecting link is such
that each swing of the gyro axle from the merid-
ian is one-third of the preceding swing, the ampli-
tude being reduced by 669, at each oscillation.
If the compass is started 30 degrees east of the
meridian, the first swing will carry the compass
to 10 degrees west, the return swing to 3§ degrees
east, then 13 degrees west, and so on, until it
comes to rest. Fig. 19 shows graphically the
damping characteristics of the gyro-compass.

Period of Oscillation

The natural period of the compass, i.e., the
time it takes to perform a complete oscillation
(from A to B in Fig. 18), is 85 minutes. The
period of oscillation is governed by two factors:

1. The angular momentum of the gyro (the
product of the weight, speed and square of radius
of gyration) and

2. The torque about the horizontal axis sup-
plied by the action of the mercury ballistic.
(This, in turn, is governed by the free surface of
the mercury in the containers and the distance
of the containers from the horizontal axis.)

If the weight or the speed of the gyro is in-
creased, the period of oscillation will be longer.
If the free surface of the mercury is increased,
the period of oscillation will be shorter.

The compass is given a period of oscillation
which is many times the period of the rolling
movement of the ship; otherwise the compass
might show some deviation before such move-
ments could reverse and cancel each other.

Compensating Weights

Unsymmetrical distribution of weight is an-
other potential source of disturbance, when the
compass is swinging, which must be neutralized.
When the unsymmetrical weight shown in Fig. 20
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is swung in the plane A-B, centrifugal stresses
act upon it in such a way as to cause all of its
particles to place themselves as far as possible
from the axis of swing. This causes a tendency
to turn, as indicated by the arrows. The same

effect may be observed when a watch is swung-

back and forth on its chain through a small arc.
In the gyro-compass this effect is avoided by the
use of compensating weights which permit of a
symmetrical distribution of weight about the
vertical axis.

The foregoing explanation applies particularly
to a compass at the equator and in a vessel which
is not under way. At points other than the equa-
tor and on board ships which are moving over
the surface of the earth, certain factors are intro-
duced that would result in errors if they were
not compensated or corrected in the design of
the compass.

Latitude Correction

Latitude correction is necessary because of the
eccentric connection employed to damp the os-
cillations of the compass. The correction is made
by means of a latitude adjustment scale, no
special knowledge of the problem being required
in order to make the correction. A complete ex-

Fig. 19—Gyro-Compass damping curve as charted by a
course recorder operated from the master compass. A shows
settling characteristics when compass is set 30° away from the
meridian. B shows undamped oscillations. Chart is read from
bottom up.

Fig, 20—Effect of unsymmetrical distribution of weight.

planation of the reasons for the latitude error,
however, will be welcomed by the student be-
cause it involves a general discussion of compass
behavior and will give the student an opportunity
to find out some of the whys and wherefores that
might otherwise escape attention.

At the equator, where only the horizontal com-
ponent of the earth’s rotation affects the gyro,
the axle of the compass is horizontal and parallel
to the earth’s axis. At the equator, therefore, as
soon: as the compass has settled on the meridian,
the ballistic will be at rest and the compass may
be considered as a true gyroscope.

If we move the compass to a point to the north
or south of the equator, however, it will be af-
fected by the vertical as well as the horizontal
component of the earth’s rotation. At a point
north of the equator, for instance, the north end
of the gyro axle tends to turn toward the east
and rise, as the earth rotates out from beneath
it. This was illustrated in Fig. 13. It is apparent
that the north end of the gyro axle must be
precessed continuously in a westerly direction
toward the meridian as fast as it is being dis-
placed by the vertical component of the earth’s
rotation. The force necessary to do this is ob-
tained automatically by the simultaneous tilt of
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the mercury ballistic which permits an accumula-
tion of mercury in the lower or south contain
s0 as to precess the axle continuously toward the
meridian.

1f it were not for the offset connection of the
mercury ballistic, the gvro axle would eventually
settle, theoretically, exactly on the meridian,
with the end away from the equator tilted up
just enough so that there would be sufficient ex-
cess mercury in the containers toward the equator
to precess the gyro toward the meridian at the
same rate as it is being carried away by the
‘vcrtical componenL of the earth's IULd,LLUu

In order to damp the oscillation, however, the
mercury ballistic connection is offset to the east
of the centerline of the compass. This produces
a counter-clockwise torque about the vertical
axis, causing the north end of the axle to precess
continuously down. The axle, therefore, settles
to the east of the meridian (in north latitudes)
at a point where the downward precession of the
axie due to torque about the vertical axis is ex-
actly balanced by the horizontal component of
the earth’s rotation tending to tilt the north
end up.

AC we mO‘]P 1 p
north end of the gyro axle turns to the east faster
and rises faster, and for this reason the compass
must be precessed faster toward the meridian.
The downward pressure on the south end of the
axle is correspondingly greater, the torque about
" the vertical axis is greater, the north end pre-
cesses down faster, and the gyro consequently
settles further to the east.

South of the equator the eff
rotation. on the gyro is just t he opposite: here
the south end of the axle tends
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to rise and turn
to the east; the excess mercury is in the north
containers, precessing the north end to the east
toward the meridian. Torque about the vertical
axis is reversed, so that the south end is being
precessed down at the same rate as the horizontal
component of the earth’s rotation is tilting it up.
Therefore the north end of the axle lies slightly
to the west of the meridian.
The small angle at which the gyi
from the meridian varies with th
for this reason u
to compensate for this natural error at any lati-
tude where the compass may be expected to

be used.

e

ason a correction must be introduced
st be mntroduced

Fug. 21—Diagram illustrating the effect of ship’s speed
and latitude on the gyro-compass.

From zero at the equator, this error increases
to 2.9 degrees at 60 degrees north or south lati-
tude; it is easterly in north latitudes and westerly
in south latitudes.

No attempt is made in the gyro-compass to
compel the axle to seek a resting place at variance
with its natural settling position. instead, a lati-
tude adjustment is provided which moves the
lubber ring the the

dUuUDCL g L [Beiw
compass indication to c true. Since the trans-
mitter is mounted on the lubber ring a correc-
tional movement apphed to the lubber ring also
transmits the corrected reading to the repeater
compasses, course recorder and gyro-pilot for
automatic steering. This is the “Latitude Cor-
rection,” and is made independently of the speed
and course correction, described below.
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Ship’s Speed and Course

It has been shown that the relatively slow
angular movement of the earth’s rotation (only
one revolution in 24 hours) provides the motive
north-seeking precessional mov
aveling

herefore
refore
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ment of the compass. When a vessel is tr
+
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about the earth’s center, the Vessel s movement
is compounded with that of the earth. If the
direction of travel is east or west, the vessel's
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motion only adds to or subtracts from the earth’s
motion, and the effect on the indication of the
compass is negligible.

When the vessel is traveling north or south,
however, the effect is a maximum because the
ship’s speed produces a resultant which is not
parallel to the plane of the earth’s rotation. The
effect on compass indication is proportional to
the ship’s speed and course and is explained as
follows:

In Fig. 21 {(Case 1) the line AB represents the
movement of a vessel steaming due north for a
given period of time. Line AC represents the
movement of the earth in the same period of
time. The actual path taken by the vessel rela-
tive to the earth’s rotation is AD. AC is the
normal plane of rotation. AD is the actual plane
of rotation due to combined movement of earth
and ship. As far as the gyro-compass is concerned,
therefore, a new meridian EF is produced which
is at right angles to the line AD. At higher lati-
tudes the movement of the earth is relatively
smaller, the new, apparent meridian is displaced
farther from the actual meridian, and a larger

correction is required. Thus the amount of the
correction is dependent upon the latitude of the
ship. (Case 2 of Fig. 21.)

The displacement of the gyro axle is to the
west for northerly courses and to the east for
southerly courses, and the angular difference be-
tween the actual meridian and this new apparent
meridian depends upon:

1. The ship’s speed.

2. The ship’s course, as it is only the northerly
or southerly components of the course which are
to be taken into account, and—

3. The latitude, as the higher the latitude the
smaller the earth’s surface speed and therefore
the greater the effect of the ship's speed.

The compass is provided with a corrector
mechanism which automatically applies the cor-
rection due to course and speed at any given
latitude by moving the lubber line the required
amount to compensate for this error. The com-
pass indicates the ship’s true heading on all
courses, and no corrections have to be applied by
reference to tables.



Plastics— A Brief Review of Their Physical and
Electrical Properties

By A. J. WARNER, B.Sc. (London)
Federal Telephone and Radio Corporation, Newerk, New Jersey

‘ x Y ITHOUT the development of the
vacuum tube, modern achievements
in the radio art would have been im-
possible. Not so spectacular, but nonetheless very
important, has been the contribution made by
the chemist and chemical engineer in the develop-
ment and production of plastic materials. All
electronic equipment currently being manufac-
tured or in course of development will be found
to incorporate in one form or another plastic
materials as vital, constituent parts.

Apart from the electronic industry, other im-
portant electrical industries, such as power dis-
tribution, are also very large users of plastics,
although in this case they usually differ in type
from those necessary for high frequency work.
It would seem advantageous, therefore, to discuss
the various types of plastic materials available,
paying particular attention to their electrical
properties; and, also, to examine their physical
limitation since there is no ‘“‘all purpose’ plastic
available for the variety of conditions encoun-
tered. In all cases, a compromise must be made
between the electrical properties desired and the
mechanical limitations inherent in the material.

The last few years have seen a tremendous
increase in the number of types of plastic ma-
terials, as is reflected in the ever growing litera-
ture and patent art on the subject, but much of
the knowledge is specialized and not easily avail-
able to the general technician who, under stress
of modern times, has neither the facilities nor the
time to search out the pertinent data, but must
rely on summaries prepared by others to guide
him in the choice of suitable materials. It is hoped
that this article may partially fill such a need.

In a previous article,! we examined the ques-
tion of the two most important properties of
plastics for use in electrical systems—namely, the
dielectric constant and the power factor. But
there are other properties that may assume
greater importance for specific applications: di-
electric strength, volume resistivity, arc resist-
ance, etc. Among the chief physical properties
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that require examination are heat distortion, cold
temperature resistance, flexural strength, tensile
properties, aging characteristics, moisture ab-
sorption, flammability, coefficient of thermal ex-
pansion, etc. )

Owing to the comparative newness of the plas-
tic art, it was not until recently that any con-
certed effort was made to standardize on methods
of test or to evaluate at all fully the many varie-
ties of plastics. Such work is now being conducted
by wvarious societies and associations, and some
material has already been published. Refer-
ence may be made to the following excellent

1. A.S.T.M. Standards on Plastics, October,
1943.

2. Technical Data on Plastic Materials, pub-
lished by the Plastics Materials Manufac-
turers Assn.

3. 1944 Plastics Catalog.

The Society of the Plastics Industry also is
currently working on an engineering classifica-
tion of plastic materials through a specially or-
ganized engineering committee. It is expected
that the conclusions of this committee, when
published, will be of great value to designers and
engineers.

The term ‘“‘plastics” is a very loose one and
scientifically includes any material that can be
deformed under mechanical stress without losing
its coherence and is able to keep the new form
given it. The newness of the art, however, is such
that no clear-cut definition of a plastic material
has yet received universal recognition; the defini-
tion just given will cover materials such as clay,
bitumen, glass, etc., which many persons will not
consider plastic materials. For purposes of dis-
cussion, however, we will concern ourselves only
with materials either synthesized in the labora-
tory or modified from naturally occurring ma-
terials which are capable of being fabricated into
useful shapes by the use of heat and pressure.
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Over a long period of time, it has become cus-
tomary to divide such plastic materials into two
main groups, the so-called heat infusible or
thermosetting materials, and the heat fusible or
thermoplastic materials. This arbitrary separa-
tion is nowadays becoming less important, since
we are learning how to make materials which can
be changed from one form to the other by suit-
able processing. Of these two groups, the thermo-
plastic type of material is becoming more and
more important in electrical communication
systems. Not. only does this group possess very
superior electrical properties, but it does not
suffer from limitations of fabricated parts as
regard size and intricacies of shape.

Thermosetting Resins
i. PuEnoL FORMALDEHYDE RESINS

One of the best known examples of a thermo-
setting material, and one which, moreover, has
found considerable use, is ‘‘Bakelite,” or phenol
formaldehyde resin. The preparation of an in-
soluble resinous body formed by the interaction
of phenols and aldehydes dates back to the
middle of the nineteenth century, when A.
Baever 2 in 1872 announced that such a reaction
was general between phenols and aldehydes. He
noticed that benzaldehyde united with pyrogallic
acid on heating in a manner similar to that with
phthalic acid, and a colorless resinous product
resulted. ]

The chemistry of the phenol formaldehyde
resins in the various stages of their formation is
very complex and is still the subject of much dis-
cussion and argument, but, before the infusible,
final product is reached, the material goes
through several thermoplastic stages which en-
able forming under pressure to take place. The
majority of resins of this type used today in
moulding compounds are derived from phenols,
cresols, or xylenols and formaldehyde. Cured
phenolic resins develop great strength and hard-
ness and are relatively resistant to heat, water,
organic solvents, and mild alkalies. They are
rather hard and brittle, however, and in order
to obtain satisfactory impact strengths, particu-
larly at low temperatures, special care must be
taken to use carefully chosen fillers to achieve
the desired properties. In general, the phenolic
resins have a greater coefficient of expansion than

metals, and thus tend to shrink around metal
inserts after moulding and to hold them in posi-
tion tightly.

One of the drawbacks to the use of thermo-
setting materials in general has been the difficulty
in moulding large pieces or thick sections because
of the difference of cure found between the out-
side of the piece in contact with the hot mould
and the center of the piece. This difference of
cure results in shrinkage of the part after mould-
ing, as well as considerable strain inside the part
itself, and generally unsatisfactory physical prop-
erties. Development of Megatherm electronic
pre-heating apparatus, however, has provided
facilities for overcoming this difficulty to a great
degree, and has given a great stimulus to the
extended use of these materials.

In view of the wide diversity of properties that
can be obtained by the use of suitable compounds
and fillers, phenolic resins are usually classified
into groups depending on the property for which
they are principally developed. An examination
of some of the typical groups of phenolic resins
will, therefore, be interesting.

A. Cast Phenolic Resins

Cast phenolic resins are prepared by pouring a
liquid processed phenol formaldehyde resin into
a straight-draw open mould or split mould. These
moulds are usually made from lead, and the
fillings are placed in ovens to complete the cure
which may involve heating for periods ranging
from a few hours to six days. The castings-on
removal from the mould are then machined into
finished articles. Such cast phenolic resins are
usually used for decorative purposes, although
certain compounds have been produced with
reasonably good dielectric properties. Cast phen-
olic resins are known under the trade names of
Bakelite, Catalin, Prystal, Durez, Marblet,
Opalon, Gemstone, Baker Resin, etc. The average
properties of this type material are indicated in

Table I.

B. General Purpose Cellulose Filled Phenolic
Resins

General purpose cellulose filled phenolic resins
are prepared by adding fillers such as wood flour,
cotton flock, macerated fabric, etc., to the resin
compound and thoroughly kneading on revolving
heated rollers. This rolling homogenizes the ma-
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terial and also advances the resin toward a more
cured condition. The material, as it leaves the
blending rolls, is in the form of rough sheets

- which are subsequently cooled and ground to the
correct particle size, ready for moulding. Such
materials can be moulded with conventional type
moulding presses. Cellulose filled phenolic resins
are sold under the trade name of Bakelite, Durez,
Durite, Makalot, Heresite, Resinox, Indur, etc.
Table 11 gives average properties of this type of
material.

C. High Frequency Mineral Filled Phenolic Resins

Owing to the relatively poor electrical per-
formance of the usual fabric filled phenolic resins,
attempts have been made to improve the elec-
trical properties of phenolic resins by the inclu-
sion of mineral fillers. Such materials are often
referred to in the trade as “mica.” They must
be handled carefully in processing owing to the
difficulty of getting a completely uniform cure.
Their specific gravity is relatively high, ranging
from 1.80 to 1.92, but their water absorption is
lower than most other phenolic types. The phys-
ical and electrical properties of the best mineral
filled phenolic resins available are shown in
Table II1.

2. UREA FORMALDEHYDE RESIN

A further type of thermosetting resin is pre-
pared by the condensation of urea with formalde-
hyde under controlled conditions of time, tem-

TABLE 1

CasT PHENOLIC RESINS, AVERAGE PROPERTIES

Impact strength ft. Ibs. per in.? 48 to .60
Tensile strength psi* 8500 to 10,000
Modulus of elasticity in tension psi®  3.75 to 4.5X 105

Rockwell hardness® Mé65 to M80
Specific gravity? 1.30 to 1.32
Heat distortion point °F.8 113 to 176

Water absorption after 24 hour
. immersion %?° .5
Dielectric strength short time,

1/8”, v /mt® 350 to 430
Volume resistivity ohms-cm.! 1 to 7X101
Dielectric constant'?

60 cycles 7.0 to 8.0

1000 cycles 6.0t0 7.0

1 megacycle 5.5 to 6.0
Power factorts

60 cycles 10 to .15

1000 cycles 03 to .04

1 megacycle .03 to .05

Arc resistanceX 200 to 250 seconds

Arc resistance

perature, and acidity. The intermediate stages of
the resins are water soluble and, under certain
circumstances, alcohol soluble. As a water soluble
resin, the intermediate compounds are often used
to treat paper, cloth, and wood veneer for lami-
nating. Mixed with finely divided alpha cellulose,
the urea resins may be formed into moulding
powders. One of the chief advantages of the urea
resins over the phenol formaldehyde type ma-
terials is the fact that they can be prepared in
pastel shades, whereas the phenolics are usually
available only in dark colors. The materials are
sold under the trade name of Bakelite, Beetle,
Plaskon, Urea, and Uformite. Urea formaldehyde
moulding compound materials have a hard sur-
face finish and are, therefore, particularly useful
for the manufacture of articles subject to con-
siderable handling and wear. Their use, however,
is limited to conditions where they will not be
exposed to temperatures above 180°F. Elec-
trically the urea formaldehyde resins are some-
what superior to the common phenolic types
since they possess relatively high dielectric
strength, high arc resistance, no tendency to
track after arcing, and a relatively low power
factor. They are not, however, so good electrically
as the mineral filled phenolics. The electrical
properties are little affected by exposure to high
humidity. (See Tables IV and V.)

3. MELAMINE FORMALDEHYDE RESIN
One of the newer types of thermosetting ma-

terials is the melamine formaldehyde tvpe of

TABLE 11

CeLLurLosE FiLLEp PrENoOLIC REsINS, GENERAL
PURPOSE—AVERAGE PROPERTIES ‘

Specific gravity 1.30 to 1.47
Impact strength {t. Ibs. per in. .24 to .32
Tensile strength psi 7000 to 8000
Modulus of elasticity in flexure psi 8 to 11X 10°
Rockwell hardness Mi15to M120
Coefficient of thermal expansion °C. 3.0 to 3.5X108
Heat distortion point °F. 275 to 284
Water absorption after 24 hour
immersion %, 40 to .75

Dielectric strength short time, 1/8"”, v/m 300 to 350
Volume resistivity ohms-cm. 1 to S 104
Dielectric constant

60 cycles 7.5t0 15

1000 cycles 6.0 to 9.5

1 megacycle 5.0 to 6.8
Power factor

60 cycles 25 to .50

1000 cycles 07 to .25

1 megacycle .04 to .06

Poor
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material. lts excellent shock and heat resistant
properties combined with high arc resistance and
lack of tendency to track after arcing has made
it of great value in many diverse applications,
including aircraft ignition parts, moulded circuit
breakers, terminal blocks, etc. The resins only
became commercially available in the United
States around 1939, although melamine itself
was discovered by Liebig as early as 1834. Mela-
mine resins, in combination with alpha cellulose
fillers, are similar 'in appearance to the urea

formaldehydes, but they show greater resistance .

to acids and alkalies and are less affected by boil-
ing water and are considerably harder than the
corresponding ureas. With cotton or rag filler,
the melamine resins yield products of high flex-
ural strength, low water absorption, good arc
resistance, and general inertness. Within a tem-
perature range of —70°F. to +210°F., their
physical properties are not appreciably changed.
In solution form, the resins can be used to im-
pregnate fabrics and paper for use as laminates.
Heavy duty telephone hand sets manufactured
for the United States Navy and Marine Corps
are moulded of an alpha cellulose filled melamine
plastic. The resins are sold under the trade name
of Melmac, Plaskon, and Catalin. (See Tables
VI and VIL.)

4. PuenoL FurruraL RESINS

With the increasing availability of chemical
products derived from such cheap sources of raw
material as corn stalks, it was natural that an

TABLE 1II

Hica FrREQUENCY MINERAL FiLLED PHENOLIC RESINS

4 to.5

5500 to 7000
30 to 40X 10°
M105 to M110

Impact strength ft. Ibs. per in.
Tensile strength psi

Modulus of elasticity in flexure
Rockwell hardness

Heat distortion point °F. 212 o 311

Water absorption after 24-hour 0.3 to 0.7
immersion %,

Dielectric strength short time, 400 1o 450

1/8”, v/m
Volume remsthty ohms-cm.
Dielectric constant

Greater than 107

60 cycles 5to 5.2

1000 cycles 4.9 to 5.1

1 megacycle 4.8 to 5.0
Power factor

60 cycles .01 to .02

1000 cycles .009 to .015

1 megacycle .005 to .009
Arc resistance Low

TABLE 1V
GENERAL Purpose Urea REsINs
Impact strength ft. Ibs. per in. .24 to .36
Tensile strength psi 6000 to 13,000
Specific gravity 1.45 t0 1.55
Heat distortion point °F. 260 to 280
Water-absorption after 24-hour 75 t0 3.0
immersion %,

Dielectric strength short time, 1/8”, v/m 300 to 400
Volume resistivity ohms-cm. 108 to 1018
Dielectric constant

60 cycles 7.0 to 9.5

1000 cycles 6.4 to 9.0

1 megacycle 6.3 to 7.5
Power factor

60 cycles .035 to .10

1000 cycles 0.035 to 0.055

1 megacycle 0.027 to 0.04

TABLE V

AvrpEA CELLULOSE FiLLED UrREA FORMALDEHYDE RESINS
Impact strength ft. lbs. per in. .24 to .36

6000 to 13,000
12 to 15X 108
M118 to M122

Tensile strength psi
Modulus of elasticity in flexure
Rockwell hardness

Specific gravity 1.45 to 1.535
Heat distortion point °F. 260 to 280
Water absorption after 24-hour .75 to 3.0

immersion %

The electrical properties of the alpha cellulose filled
resins are very similar to those for the general purpose
material (Table IV).

attempt should be made to utilize these products
in resin manufacture. One of the outstanding
developments reaching the commercial stage has
been the use of furfural as a replacement for
formaldehyde, which was becoming a very serious
bottleneck in the manufacture of thermosetting
types of resins owing to the large requirements
of the armed services for the starting material
used in the manufacture of formaldehyde. Apart
from its ability to react with phenol, furfural
itself plays an important rdle in the formation of
a network of cross-linked molecular chains in the
resin itself, and thus provides products capable
of a high degree of completeness in cure and
possessing high strength, good impact resistance,
and generally good chemical resistance. By the
choice of the proper fillers, mouldings made from
these materials can meéet a wide variety of me-
chanical and electrical requirements. They also
possess the advantage of being non-inflammable
and grip metal inserts tightly. Furfural phenol
resins, in a considerable number of grades, are
sold under the trade name of Durite. (See Tables
VIII and IX.)
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TABLE VI

ArpHA CeELLULOSE FILLED MELAMINE RESINS

Impact strength ft. lbs. per in.

Tensile strength psi

Specific gravity

Heat distortion point °F.

Water absorption after 24-hour
immersion %,

.26 to .28
About 5000
1.49

385

1.0 to 1.7

Dielectric strength short time, 1/8”,v/m 340

Dielectric constant

60 cycles

1 megacyvcle
Power factor

60 cycles

1 megacvcle
Arc resistance

TABLE VII

\!OQ
Wit

8 t0-0.029

75t

6.7 t

0.025 t0-0.050
0.02

125 seconds

MINERAL FILLED MELAMINE RESINS

Impact strength ft. Ibs. per in.
Tensile strength psi
Modulus of elasticity in flexure
Rockwell hardness
Specific gravity
Heat distortion point °F.
Water absorption after 24-hour
immersion %,
Dielectric strength short time,
1/8”, v/m
Volume resistivity ohms-cm.
Dielectric constant
60 cycles
I megacycle
Power factor
60 cycles
1 megacycle
Arc resistance

TABLE VIII

.28 to .40
5500 to 7000
6X10°
Mi112

1.70 to 2.00
266

0.08 to 0.14

390
24x10n

6.4 t09.9
6.7

0.07 to 0.17
0.041
120 to 140 seconds

Fasric FiLLep PHENOL FURFURAL REsINs

Impact strength ft. lbs, per 1n
Tensile strength psi

Modulus of elasticity in tension psi

Rockwell hardness

Specific gravity

Heat distortion point °F.

Water absorption after 24-hour
immersion %,

Dielectric strength short time, 1/8",

Volume resistivity ohms-cm.
Dielectric constant

60 cycles

1000 cycles

1 megacycle
Power factor

60 cycles

1000 cycles

1 megacycle

1.20 to 4.60
5500 to 8000
7 to 12X 105
B65 to B75
1.3to 1.4
About 270
0.8tc 14

v/m 150 to 450

10° to 101

0.06 to 0.30
0.06 to 0.17
0.03 to 0.1

The arc resistance of both the fabric and
mineral filled furfural phenol materials is not
very good, being no better than that of a stand-
ard phenol formaldehyde type of material.

5. CAsgIN PLASTICS

The development of plastic materials from
casein, a protein material derived from milk,
is due to the work of two German chemists,
Spitteler and Krische, who around 1900 found

_ that the immersion of casein in formaldehyde

gave a hard material which, after drying, could
be machined and turned into a variety of shapes.
The trade name, Galalith, was given to this ma-
terial, and this name is still in common usage
throughout the world. Owing to the development
of other types of plastics and the fact that casein
plastics are very susceptible to changes in atmos-
pheric conditions, etc., the use of casein has been
limited and finds its chief outlet in the manu-
facture of small decorative articles such as but-
tons, buckles, etc. Casein plastics have excellent
machining qualities and are easily polished. By
reason of its chemical constitution, casein plastic
is non-inflammable and can be manufactured in
a wide range of colors; it is sold in the U. S. A.
under the trade name of Ameroid and Galorn.
Because of its limited applications, there are not
much data on it available. A few of its general
properties are given in Table X.

Electrically, this material is very poor and
coupled with its high degree of hygroscopicity, it
is not usually considered for electrical application.

TABLE IX

MiINERAL FIiLLED PHENOL FURFURAL RESINS

Impact strength ft. lbs. per in.
Tensile strength psi
Modulus of elasticity psi

0.26 to 1.0
4000 to 8000
10 to 45X 108

Rockwell hardness BS55 to B65
Specific gravity 1.6 to 2.0
Heat distortion point °F. 275 to 295
Water absorption after 24-hour 0.01 to 0.13
immersion %,

Dielectric strength short time, 1/8”, v/m 250 to 450
Volume resistivity ohms-cm. 10% to 101
Dielectric constant

60 cycles 5to 15

1000 cycles Sto 14

1 megacycle 4.5 to 12
Power factor

60 cvcles 0.02 to 0.28

1000 cycles 0.02 to 0.15

0.01 t0 0.1

1 megacycle
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CaseIN Prasrics, GENERAL PROPERTIES

Impact strength ft. Ibs. per in. 1.0
Tensile strength: psi 10,000
Modulus of elasticity psi 5.1 to 5.7X 108
Elongation % 2.5
Specific gravity 1.35
Softening point °F, 200
Water absorption after 24-hour 7 to 14
immersion %,

Dielectric strength short time, 1/8”, v/m 400 to 700
Dielectric constant

1 megacycle 6.2 to 6.8
Power factor

i megacyele 0.052

6. LAMINATED PLASTICS

A logical development of the phenolic plastics,
particularly where large sheets of varying thick-
nesses are required, was the impregnation of
fibrous sheet materials with the uncured resin
and then the consolidation of these sheets into
hard products by pressure and heat. The fibrous
sheets principally employed for these purposes
are paper cotton fabric, canvas duck, and as-
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following grades:

Grade X. This is a general purpose paper base
laminated material for use where electrical prop-
erties are not so important as physical properties.
In thinner sections, the material can be punched
coild and to greater thicknesses when heated.
The material machines and saws readily.

Grade P. This is a general purpose paper base
lammated mdterlal espeuallv developed for
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terial for electrical applications requiring law
moisture absorption. It has good machineability.

Grade XXP. This is a paper base laminated
material similar to Grade XX but, being some-
what more flexible, it is suitable for hot punching.

Grade XX X. This paper base laminated ma-
terial has extremely low moisture absorption and
high dielectric strength, and was designed to be
suitable for radio frequency applications at high
humidities.

Grade XX XP. This is similar to Grade XXX
but has somewhat lower dielectric losses and is
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Grade CE. This is a fabric base laminated ma-
terial similar to Grade C designed for electrical
applications where greater toughness than Grade
XX is required or for mechanical applications
where greater resistance to moisture is required
than for Grade C.

Grade L. This is a linen base fine-weave lami-
nate suitable for small gears and other fine ma-
chining applications. It is not so tough as Grade
C. Electrically it is poor and should not be used,
except for very low voltage.
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TABLE XI

LAMINATED PHENOLIC MATERIALS

Dielectric Dielectric Power Compressive Flexural Tensile Water
Name of Strength Constant Factor Strength Psi Strength Psi Strength Psi Absorption
Material Minimum 1 Mec. 1 Mec. Average Average Average Maximum
X 360 — — 35,000 21,000 12,500 3.3
P 360 —_ — 33,000 15,000 8,000 2.8
XX 360 5.5 0.045 34,000 16,000 8,000 1.3
XXP 360 5.5 0.045 25,000 16,000 8,000 1.3
XXX 360 5.2 0.035 32,000 15,000 7,000 .85
XXXP 360 3.2 0.030 25,000 15,000 . 7,000 .85
o 150 7.0 0.1¢ 38,000 "0,000 9,500 2.5
CE 290 6.0 0.065 36,000 17,000 8,000 14
L 150 7. 0.10 35,00() 20,000 9,000 1.6
LE 290 5.5 0.055 37,000 19,000 8,500 1.25
A 160. -— — 36,000 16,000 8,000 95
AA 50 — — 38,000 20,000 10,000 95
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Grade LE. This is a fine-weave fabric base
laminate similar to Grade 1. designed for elec-
trical applications requiring toughness better
than Grade XX. It is exceptionally good as
regards moisture resistance.

Grade A. This is an asbestos paper base lami-
nated material having high resistance to flame
and being slightly more resistant to heat than
other laminated grades, but it is suitable only for
low voltage applications.

Grade AA. This is similar to Grade A except
that it is stronger and tougher.

For purposes of comparison, Table XI shows
the physical and electrical properties of the
various laminated phenolic materials.

7. ANILINE FORMALDEHYDE

One of the more recent developments in the
field of aldehydic thermosetting resins is the
aniline formaldehvde resin, known in the trade
as Dilectene or Cibanite. Because of the im-
proved dielectric properties, coupled with resist-
ance to water and other chemicals, of this type
material over many types of phenol formaldehyde
compounds, the resins are finding increasing use,
particularly in the fields of military communica-
tion. The pure resin is thermoplastic in nature,
but not to the same extent as the true thermo-
plastics. It can be fabricated with standard equip-
ment provided care is taken to see that the tools
and material being fabricated are kept cooled.
It can be tapped, turned, drilled, machined,
sawed, polished, and threaded quite readily, pro-

TABLE XII

ANILINE FORMALDEHYDE

Coefficient of thermal expansion 3X10-8

Tensile strength psi 10,500

Rockwell hardness M100 to M125

Specific gravity 1.21

Heat distortion point °F. 210

Water absorption after 24-hour 0.08
immersion %,

Dielectric strength short time, 1/8”, v/m 640

Volume resistivity ohms-cm. 1012 to 1018

Dielectric constant

60 cycles 3.7t0 3.8

1000 cycles 3.7

1 megacycle 3.5t0 3.6
Power factor

60 cycles 0.002

1000 cycles 0.004

1 megacycle 0.006 to 0.008

vided the cutting tools are sharp and the operat-
ing speed is kept high. It is not particularly af-
fected by atmospheric conditions or ultra violet
light and is reasonably tough so that it is finding
its place as a replacement for hard rubber or
ebonite and ceramic and bonded mica combina-
tions. Table XII gives data on aniline formalde-
hvde resins. ’

One of the chief drawbacks of aniline formalde-
hyde resin ® is its sensitivity to moderately high
temperatures. Although attacked by strong acids,
it is unaffected by alkalies and reasonably re-
sistant to the common organic solvents; alcohol
and aromatic hydrocarbons particularly have no
affect on the material. It has found considerable
use in aircraft radio work for the manufacture of
coil forms, vacuum tube sockets, antenna hous-
ings, etc. Because of its good insulation resist-
ance, which is maintained under the influence of
moisture and atmospheric conditions, the ma-
terial has been found very useful for terminal
boards, mounting strips, etc.

Thermoplastic Resins

Perhaps the greatest strides in recent years in
the plastic field have been made in the domain of
the so-called thermoplastic type materials. The
delay in the commercial preparation of these
materials was chiefly due to the fact that success-
ful synthesis on an economic scale was dependent
on engineering methods and knowledge of ma-
terials which were not known before the twen-
tieth century. Thus, we find that monomeric
styrene, from which is manufactured that very
important thermoplastic material, polystyrene,
was actually discovered as long ago as 1829, but
it was not until 1935 that the commercial manu-
facture of this material on any appreciable scale
was commenced in the U. S. A. So rapid has been
the advance in this field, however, that at the
present moment it is true to say that the produc-
tion of styrene far exceeds that of any other single
type plastic material or, for that matter, of any
synthetic organic chemical. It is also in the field
of thermoplastic materials that one finds the
most intense development, and scarcely a month
goes by without the announcement of some new
material having “improved’’ properties over that
of any existing type. It is our belief that future
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developments in the plastics field will tend more
and more toward the use of thermoplastic ma-
terials and away from the conventional thermo-
setting materials. We will see as we examine the
various types of thermoplastic materials that a
very wide range of physical properties can al-
ready be obtained and, in many cases, properties
that are unobtainable with the older thermo-
setting type compounds. Among typical thermo-
plastic materials currently used in large quanti-
ties are polystyrene, polymethyl methacrylate,
polyvinyl chloride, polyethylene, polybutene,
nvlon, etc. The thermoplastic materials owe their
popularity and wide use to the variety of physical
and electrical properties obtained therewith com-
bined with ease of fabrication by automatic
moulding machines, generally good dimensional
stability, good aging characteristics, availability
in clear, natural, or pastel shades; and, with cer-
tain special types, vastly superior electrical
characteristics over a wide temperature and fre-
quency range. Thermoplastic materials them-
selves cover a variety of physical properties from
sticky materials through highly elastic bodies to
tough, solid compounds; also, by virtue of their
chemical constitution or special formulation,
they can be made flame resistant where desired.

1. CELLULOSE DERIVATIVES

Plastic materials derived from cellulose have
always been a potentially fruitful source of in-
vestigation due in large measure to the consider-
able cheap raw material supplies available in
cotton, wood, etc., and it is not surprising, there-
fore, that many plastic materials have been made
from this starting commodity. The chief ones
being commercially exploited and with which we
shall concern ourselves here are (A) cellulose
nitrate, (B) cellulose acetate, (C) cellulose ace-
tate butyrate, and (D) ethyl cellulose.

A. Cellulose Nitrate

This inorganic ester of cellulose is the oldest
plastic cellulose derivative. The discovery of
nitrocellulose is usually credited to Schénbein
who, in 1845, nitrated cellulose with a mixture
of nitric and sulphuric acids. The commercial
exploitation of this material as a plastic sub-
stance is chiefly due to the work of Hyatt, who

TABLE XIII
CELLULOSE NITRATE PLasTics

Limpact strength ft. Ibs. per in.
Tensile strength psi

Coefficient of thermal expansion
Rockwell hardness

4.5t0 5.5
6000 to 7500
12 to 16X 10
M25 to M30

Specific gravity 1.39 to 1.45

Heat distortion point °F. 140

Water absorption after 24-hour 1.5102
immersion %

Dielectric strength short time, 1/8, v/m 300 to 600

Volume resistivity ohms-cm.
Dielectric constant

10 to 1510

60 cycles 6.7t0 7.3
1 megacycle 6.2
Power factor
60 cycles 0.08 to 0.12
1 megacycle 0.07 to 0.10

plasticized the material with camphor and alco-
hol to obtain a flexible material. Because of the
highly inflammable nature of this plastic and its
tendency to yellow and brittle with age, the ma-
terial has limited applications and, in particular,
is not usually employed in electrical systems. At
room temperature, it is the toughest thermo-
plastic material known, and it is also very resist-
ant to moisture. One of the great disadvantages
to its use is that it is not possible to mould the
material by conventional methods. Cellulose ni-
trate plastics are sold under the trade names of
Celluloid, Pyralin, Nitron, and Nixonoid. Their
properties are listed in Table XTII.

B. CELLULOSE ACETATE

Cellulose acetate is one of the most widely
known of plastic materials, being used in large
quantities as transparent sheeting, photographic
films, wrapping material, etc. It was first dis-
covered by Schutzenberger® in 1865, and the
process was considerably improved by Franchi-
mont ¢ in 1879. Cellulose acetate itself is some-
what brittle, and in order to prepare suitable
foils and films that will withstand the flexing
necessary, plasticizers must be added to the base
plastic. Naturally, the final physical and elec-
trical properties will depend greatly on the nature
and amount of the plasticizer employved. Cellu-
lose acetate is sold under the trade names Plas-
tacele, Tenite I, Nixonite, Lumarith, etc. The
average properties of cellulose acetate sheet are
given in Table X1V.
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TABLE X1V
CELLULOSE ACETATE SHEET, AVERAGE PROPERTIES
8to 16X107

4000 to 14,000
1to 3.5X108

Coefficient of thermal expansion
Tensile strength psi
Modulus of elasticity psi

Elongation % 20 to 55
Specific gravity 1.36
Heat distortion point °F. 100 to 190
Water absorption after 24-hour 2t04
immersion %,

Dielectric strength short time, 1/8”, v/m 290 to 325
Dielectric constant

60 cycles 4.9

1 megacycle 3.7
Power factor

60 cycles 0.016

0.044

1 megacyvcle

C. Cellulose Acetate Butyrate

Recent developments in the cellulose field in-
clude the preparation of a mixed ester of cellulose,
cellulose acetobutyrate, giving a new thermo-
plastic material whose properties in many re-
spects are superior to those of cellulose acetate
itself; it has found considerable and increasing
use in the last few vears. Cellulose acetobutyrate
is made by the esterification of alpha cellulose
with a mixture of acetic and butyric acids and
anhydrides in the presence of a catalyst. The
properties of the resultant material can be varied
by altering the relative proportions of the acids
and anhydrides used. In general, the mixed ester
has a greater solubility in a wider range of
solvents and can be plasticized more readily than
the straight ester. Moisture absorption and
weather resistance characteristics are improved
in the mixed ester composition, and lacquers
made with these compositions have greater ad-
hesion than those prepared with cellulose acetate.
A considerable amount of cellulose acetobutyrate
foil is used today as a primary insulation on
certain wires and cables, thus permitting an im-
portant reduction in the diameter of wires with
corresponding saving in weight and space. The
material is marketed under the trade name of
Tenite [l. Because of the wide range of ma-
terials available, it is not possible to list all the
properties of the varying grades, and we shall
content ourselves with listing two typical ex-
amples (Table XV). In general, however, the
electrical properties of these materials are sub-
stantially the same.

D. Ethyl Cellulose

A relative newcomer in the plastics field and
one which undoubtedly will find wide application
is the ethvl ether of cellulose, ethyl cellulose. The
history of cellulose ethers goes back to 1905 with
the work of Suida.'” Technical development dates
from 1912 with the filing of patents simultane-
ously by Leuchs,'® Dreyfus,'® and Lilienfeld.?® 1t
was not until 1941 and 1942, however, that any
large scale utilization of the material was made.
Like other thermoplastic materials, ethyl cellu-
lose can be especially formulated to meet specific
requirements, the chief improvement being in
low temperature flexibility properties. Although
some plasticization of the material is carried out,
the pure resin itself possesses remarkable flexi-
bility. Three main types of ethyl cellulose plastics
are available (see Table XVT).

From Table XVI, it is evident that the elec-
trical properties of this material, sold under the
trade names Ethocel and Hercules E.C., are
superior to the vinvl chlorides or acrvlate resins,
but they by no means approach polystyrene or
polvethvlene. The low temperature flexibility is
an outstanding property.

2. VINYL RESINS .

A very important group of thermoplastic ma-
terials are the vinyl compounds of which vinyl

TABLE XV

CELLULOSE ACETATE BUTYRATE, TYPICAL EXAMPLES

Superior Heat

Superior Shock

Resistance Resistance
Specific Gravity 1.19 to 1.21 116 to 1.18
Impact strength ft. Ibs. 0.6 to 1.1 2.7t0 4.3
per in.
Tensile strength psi 5500 to 6900 2400 to 3500
Rockwell hardness M65 to M71 M23 to M47
Heat distortion point °F. 179 to 208 125 to 144
Water absorption after 1.6 to 2.0 1.3to 14
24-hr. im. 'Y,
Dielectric strength, 1/8"', 250 to 400 250 to 400
short time, v/m
Volume resistivity ohms- 10 to 10 101 to 10

cim.

Coefficient of thermal 11 to 17X107% 11 to 17X 1075
expansion
Elongation 9, 51 to 63 71 t0 79
Dielectric constant
60 cycles 3.5t06.4 3.5t06.4
1 megacycle 3.2 to 6.2 3.2 to 6.2
3000 megacycles 2.95 2.95
Power factor
60 cvcles 0.01 to 0.04 0.01 to 0.04
1 megacycie 0.01 to 0.04 0.01 to 0.04
3000 megacycles 0.031 0.031
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Erave CeLrLurose, THREE Main Tyegs

Injection Moulding Extrusion Low. Temp.
Type Type Type
Density 1.08 to 1.18 1.08 to 1.18 1.08
Tensile strength psi 5000 to 12,000 2000 to 8000 7000 to 8000
Coefficient of thermal expansion 10 to 141075 10 to 141078 61078
Elongation % 1to15 15 to 100 6to8
Modulus of elasticity psi — — 9X108
Heat distortion point °F. 120 to 200 120 to 210 160 to 170
Water absorption after 24-hour immersion % 1.2 t01.8 1.2 to 1.8 1.6
Dielectric strength (v/m on 020 sheet) 1400 to 1800 1400 to 1800 1500
Volume resistivity ohms-cm. 1 to 10X 102 1 to 10X 102 —
Dielectric constant
1000 cycles 3.0 to 3.8 — 3.8
1 megacycle 3.2 to 3.7 — 3.7
Power factor
1000 cycles 0.008 to 0.015 — —
1 megacycle 0.001 to 0.02 — —

chloride and vinyl acetate are good and typical
examples. Theoretically, the vinyl resins are
derivatives of vinyl alcohol, and, as we shall see
later; a plastic material can be derived from vinyl
aleohol itself which possesses somew
and remarkable properties.

ld. t un ubud.l

A. Vinyl Chioride

Monomeric vinyl chloride is a limpid liquid of
low boiling point (—14°C.), first discovered by
Regnault as early as 1838.% Under suitable con-
ditions of heat and pressure, and in the presence
of catalysts, vinyl chloride is transformed to a
white fluffy polvmer This fluffy polymer can be

moulueu uIluer llt:dl, dIlU perbuIC LU gl’v’e Ilglu
sheets which are characterized by their h

ny
nature : 1nr‘] ]n\xr m(\1cfnrn dhcnrpt on and }nertpess
to a variety of chemical solvents, as well as their

resistance to flame. For many applications, how-
ever, this material is too hard for use and
possesses the disadvantage of becoming brittle
at relatively high temperatures. It was found,
however, by the use of suitable plasticizers, that
the hard horny product could be transformed to
an elastic material, the exact properties of which

(lepenu on the amount and nature of the pld,b-
ticizer added. A considerable literature now exists

on the various comnounds of r\nlv‘nnv] chloride

O Ll ValiOus COLpOuliGs 0L POLY Vil s Llaallut,

marketed under the trade names of Vinylite and
Geon (formerly Koroseal).

Bv the correct choice of compounding ingredi-
ents, materials of great flexibility at sub-zero

temperatures but of satisfactory high tempera-
ture characteristics can be prepared. The elec-
trical properties of such materials are largely
dependent on the chemical nature of the plas-
ticizer emploved; and, since the best plasticizers
are esters having high dipole moments, the elec-

vo tn tamneraturs
VE L0 WlpCialulc

and frequency changes. Because of the usefulness
of this type of material, more work on the proper-
ties under various conditions has been done than
with most other plastics, and much useful data
have been accumulated. Some average values for
different types of materials are given for com-
parison purposes in Table XVII.

\\\\\\\\\\\\\\ 4
trical pro erties are very sensi itiv
Y

TABLE XVII

VinvyL CHLORIDE—AVERAGE VALUES

Flame | fH88 | cou
sis s Resistant
Test H e | Resisance | “ELHC
Specific gravity 1.37 1.34 1.39
Tensile strength psi 2500 2300 2500
Modulus of clasticity psi 1100 1100 1400
Water absorption after 24- 1.35 0.40 0.30
hour immersion %
Elongation % 300 350 325
Dielectric strength v/mil 350--800 | 400-850 325
Volume resistivity ohms-cm. | 101-10% | 1013-101 | 108-104
Dielectric constant
60 cycles 6.4 6.2
1000 cycles 4.2 4.9
Power factor
60 cycles 0.15 0.097
1000 cycles 0.115 0.109
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The plasticized polyvinyl chlorides have found
wide use as primary insulation for low frequency
application such as drop wire, twisted telephone
wire, and for cable jacketing purposes. Because
of the high dielectric constant and high power
factor, and the dependence of these properties on
temperature and frequency, the plasticized poly-
vinyl chlorides are not usually employed in high
frequency circuits.

B. Copolymers of Vinyl Chloride and Vinyl
Acetate.

By the introduction of relatively small amounts
of vinyl acetate into the polyvinyl chloride chain,
a copolymer is obtained whose properties are
distinctly different from those of polyvinyl chlor-
ide or polyvinyl acetate. It can be made into
rigid plastic shapes or, by suitable plasticization,
into elastomers.

The rigid varieties are noted for their strength,
resistance to chemicals, non-inflammability, and
dimensional stability. Theyv are also highly re-
sistant to moisture. Their chief drawback, how-
ever, is a relatively low softening point. (See
Table XVIIL.)

By the use of suitable compounding ingredi-
ents, as with the polyvinyl chlorides, tough elas-
tomeric materials can be obtained. Compounds
suitable for use as primary insulation or as the
protective outer jacket of cables are available,
Table XIX shows average values to be expected
for typical materials.

TABLE XVIII

CoroLYMERS OF VINYL CHLORIDE AND VINYL ACETATE,
AVERAGE PROPERTIES OF RIGID MATERIALS

Modulus of elasticity 35 to 41X 101

Coefficient of thermal expansion 6.9xX107%
Rockwell hardness M60 to M80
Specific gravity 1.30 to 1.45
Heat distortion point °F. - 140 to 150
Water absorption after 24-hour 0.05 to 0.15
immersion %,

Dielectric strength v /mil 400
Volume resistivity chms-cm. >101
Dielectric constant

60 cycles 3.26

1000 cycles 3.21

1 megacycle 3.08
Power factor

60 cycles 0.008

1000 cycles 0.031

1 megacycle 0.014

As in the vinyl chloride type materials, the electrical
properties are very temperature and frequency dependent.

C. Polyvinyl Acetate

Liquid vinyl acetate is a mobile colorless, non-
toxic liquid boiling at 73°C., obtained by the
reaction of acetylene and acetic acid in the pres-
ence of a catalyst. When heated to 100°C. the
liquid polymerizes to a colorless resinous ma-
terial; reaction is accelerated by suitable catalysts
such as oxygen or peroxides. Polyvinyl acetate
was early suggested as a plastic base for lacquers
and other types of coatings. Owing to the very
low softening point of polyvinyl acetate and the
development of newer synthetic plastics having
superior electrical and physical properties, tech-
nical interest in polyvinyl acetate is rapidly
diminishing; its use is limited to the adhesive
leather finishing and lacquer field. It is, there-
fore, not necessary to consider this material
further.

D. Polyvinyl Alcohol

By hydrolysis of polyvinyl acetate, the water
soluble polyvinyl alcohol is obtained. Vinyl alco-
hol itself has never been isolated and the polymer
can only be formed by this somewhat roundabout

‘method. Polyvinyl alcohol is a remarkable ma-

terial which finds a certain outlet in the plastics
industry in the manufacture of hose and tubing
for the conveyance of oils, greases, and other
organic solvents, to which polyvinyl alcohol is
remarkably resistant. Such materials are sold in
the trade under the names of PVA and Resisto-
flex. Because of the hygroscopicity of the ma-
terial and its chemical constitution, the electrical
properties of the material are not'such as to make
it of interest for electrical insulation.

E. Polyvinyl Acetals

By suitable chemical treatment of polyvinyl
acetate, a series of resins finding wide application
has been prepared. The polyvinyl butyrals, when
plasticized, form tough, impact resistant, ad-
hesive interlayer materials whose principal use
is in the manufacture of safety glass. The elec-
trical properties of this material are not very
good. The corresponding formal, however, shows
quite interesting properties and is coming into
use as an insulating material for electrical wires.
Material of this type, because of its moisture ré-
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TABLE XIX

CoPOLYMERS OF VINYL CHLORIDE AND VINYL ACETATE,
AVERAGE VALUES OF ELASTOMERIC MATERIALS
FOR PRIMARY INSULATION, ETC.

Primary Low General
Test Insula- Temp. Jacket
tion Type Type
Tensile strength psi 3000 1700 2260
Specific gravity 1.32 | 1.22 .24
Elongation 9 200 250 250
Low temperature brittleness | —17°C.| —46°C.| —38°C.
Dielectric strength v/mil 300 300 300
D.C. resistivity 6.2X108} 5.1 10% 1,34 X 108
Dielectric constant
60 cycles 6.0 74 7.6
1000 cycles 4.8 6.7 6.9
Power factor
60 cycles 0.105 0.064 0.060
1000 cycles 0.120 | 0.067 0.098

Here again the electrical properties of the materials de-
pend very largely on the temperature and frequency at
which measurements are made.

sistance, solvent resistance, temperature sta-
bility, abrasion resistance, flexibility, toughness,
and dielectric strength in very thin films, has led

to its development and adoption as a superior '

insulating enamel on magnet wire (Formex
Table XX).

The trade names for these plastics are Buta-
cite, Butvar, Saflex, Saflex TS, Vinylite X,
etc.

See

3. POLYVINYLIDENE CHLORIDE

One of the latest thermoplastic resins de-
veloped is polyvinylidene chloride. This plastic
is non-inflammable, dimensionally stable, and
has excellent mechanical properties. Electrically,
however, it is not very good, and the material,
therefore, finds its chief applications in the field
of plastic tubing where resistance to a wide va-
riety of chemicals is desired; and, because of its
unusually high tensile strength in oriented films,
" as a textile fibre. See Table XXI.

4. ACRYLIC ACIDS

The history of acrylic resins, now so famous for
their use as transparent astrodomes in aircraft
use and as potential windshields for the post-war
car, goes back to 1843 when Redtenbacher # 1S0-
lated acrylic acid. In 1873 Caspary and Tollens *

prepared the methyl ethyl and allyl ester and

observed that a clear, transparent material was
obtained from the allyl derivative on standing at
room temperature. To Rohm and von Pechman,
however, must go the chief credit for bringing the
acrylate resins to successful commercial produc-
tion and use.* Rohm secured his first patent for
a rubber substitute by the use of polvacrylates in
1912.% The polymer most widely used is the
methyl methacrylate known in the trade as
Plexiglas and Lucite. It is marketed in the form
of moulding powder available in a wide range of
colors and in cast sheets, some of quite large size.
Although finding its widest use as a transparent

TABLE XX
FoRMEX

Tensile strength ft. lbs. per in. 9000 to 12,000

Coefficient of thermal expansion 7.7X10°5
Modulus of elasticity 26 to 105
Rockwell hardness MB80 to M90
Elongation % 4to 1l
Specific gravity 121013
Heat distortion point °F. 160 to 170
Water absorption after 24-hour 0.6 to 1.3
immersion%,

Dielectric strength v/m 300 to 600

(In very thin films, may be as high as

1600 v/m)

Dielectric constant

60 cycles : 3.6 to 3.7

1000 cycles 3.3

1 megacycle 3.0
Power factor

60 cycles 0.007

1000 cycles 0.01

1 megacycle 0.02

TABLE XXI
PoLYVINYLIDENE CHLORIDE

Impact strength ft. lbs. per in. 2to8
Tensile strength unoriented psi 4000 to 7000
Coefficient of thermal expansion 15.8X1073
Elongation % 10 to 40
Rockwell hardness M50 to M65
Heat distortion point °F. 150 to 180
Specific gravity 1.68 to 1.75
Dielectric strength, 1/8”, short time, 400

v/m
Volume resistivity ohms-cm.
Dielectric constant

104 to 106

60 cycles 3toS

1000 cycles 3to S

1 megacycle 3to5
Power factor

60 cycles 0.03 to 0.08

1000 cycles 0.03 to 0.15

1 megacycle 0.03 to 0.05
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material where good light transmission properties
are required, the physical characteristics of
methyl methacrylate polymers are such that
they are potentially useful in other applications.
Although not outstanding in electrical proper-
ties, considerable quantities of polymer are never-
theless used in electrical systems (See Table
XXII).

From Table XXII, it will be seen that the
material is unsuitable for electrical systems where
high frequencies are being handled, and where
power loss must be kept to a minimum, but it is
greatly superior to the thermosetting type of
plastic. Recently, however, the availability of
polystyrene in clear rod and sheet form has
tended to lessen the use of the methacrylate ma-
terial. There are many other commercial acry-
lates and methacrylates available, but data avail-
able on their electrical properties are rather
meager.

5. NyLoN

The work of Carothers 26 on synthetic linear
polyamides laid the foundation for the develop-
ment of a new class of synthetic polymers, the
so-called nylons. These materials owe their chief
fame to their fibre-forming characteristics, but
very recently even wider applications for these
materials have been found by the development

TABLE XXII
METHEYL METHACRYLATE POLYMERS, AVERAGE
PROPERTIES
Tensile strength psi 7000
Modulus of elasticity in tension psi 3 to 5X10°
Rockwell hardness M70 to M90
Specific gravity 1.18 to 1.20
Coefficient of thermal expansion °C. 7 to 91078
Elongation % 1
Heat distortion point °F. 125 to 165
Water absorption after 24-hour 0.2 to 0.3
immersion %

Dielectric strength, 1/8", short time, v/m 500
Volume resistivity ohms-cm. >10%
Dielectric constant

60 cycles 3.6

1000 cycles 3.0

1 megacycle 2.8
Power factor

60 cycles .05 to .07

1000 cycles .05 to .07

1 megacycle .02 to .03
Arc resistance Good

of Nylon FM-1, an injection moulding material.
Filaments of nylon are prepared by spinning
molten polyamide through special spinnerets and
then cold-drawing the resultant thread. This
process lines up the long-chain molecules so that
they become oriented and, in this position, very
high tensile strengths can be obtained. Like poly-
ethylene, nylon has a sharp melting point and,
just above the melting point, the material is very
fluid, thus necessitating very careful design of
injection moulding nozzles.

Although nylons so far produced are not very
good electrically compared with hydrocarbon
plastics, the high softening point of the material
makes it attractive for use where the electrical
properties are not critical. Table XXIII, giving
physical and electrical properties of a general
purpose nylon and a special FM-1 injection
moulding material, will illustrate the point.

6. PoLYvINYL CARBAZOLE

The development of a plastic material from
vinyl carbazole originated in the laboratories of
the I. G. Farben Industries. More recently this
material has been made in this country. Although
somewhat brittle, the material, because of its
high resistance to deformation by heat and also
its electrical properties, has found use as a sub-
stitute for mica in many radio frequency block-
ing and by-pass capacitors. It can also be used in
high frequency and DC operation, such as filter,
pulse, and coupling. Data on this material are very
meager, and the most reliable results are those
obtained on actual tests on capacitors built with
this material. The DC breakdown on one grade
of the material is of the order of 3000 volts per
mil on a sheet 2 mils in thickness. The dielectric
constant is approximately 5.5, while the power
factor at one megacycle is .016. The power factor
drops off as the temperature increases, as would
be expected from a material of this type. The
material can be operated as high as 125°C. with-
out adverse effect. Polyvinyl carbazole is re-
sistant to aliphatic hydrocarbons, alcohols, and
ethers, but is soluble in aromatic hydrocarbons
such as benzene and chlorinated hydrocarbons
such as chlorobenzene. Its extended use is be-
lieved limited owing to the inherently brittle
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TABLE XXIII

_ NvLow
General
Test Purpose FM-1

Impact strength ft. Ibs. per in. 2.18 to 4.25 94
Tensile strength psi 9000 10,500
Modulus of elasticity in tension 3.25X 108 3.25% 108

psi
Specific gravity 1.14 1.14
Coefficient of linear expansion  10.3X10™% 5.7x107%

per °C.
Melting point °C. 263
Elongation 9, 83 54
Dielectric strength v/m 380 to 400 400
Volume resistivity chms-cm. 101 10

Dielectric constant

60 cycles 3.8t 7.0 3.8

1000 cycles 4.0 to 20 4.0
Power factor
60 cycles 0.018 t0 0.13 .018

1000 cycles 0.05 t0 0.11 .05

nature of the plastic and its somewhat difficult
processing.

7. HYDROCARBON PLASTICS

Probably the most important plastic materials
from the standpoint of electrical properties are
the hydrocarbon type materials. Because of their
essentially non-polar nature in general, they
possess low dielectric constants and good power
factors over a wide range of temperatures and
frequencies. We shall discuss here three of the
most common of these materials, namely poly-
ethylene, polystyrene, and polybutene.

A. Polyethylene

One of the most recently discovered of the
thermoplastic materials is polyethylene. Ethylene
itself is a colorless gas at room temperature; it
has been known for several hundred years. Ex-
periments involving the polymerization of ethyl-
ene have been described in scientific literature as
far back as 1797; and, during the nineteenth
century, thermal polymerization of ethylene in
the presence of metallic chlorides was found to
yield paraffinic oils together with other ma-
terials. It was not until about 1935, however,
that the British found a method for producing a
solid polymer from ethylene. By heating the gas
at pressures above 1000 atmospheres and tem-

peratures up to 400°C. with a carefully controlled
amount of oxygen, Fawcett, Gibson, and Perrin %7
produced a solid, tough, waxy polymer having a
somewhat sharp melting point around 105°C. In
1941, the material became available in the
U.S. A. and, at the present moment, considerable
quantities of this very valuable plastic are being
produced.

Polyethylene is remarkable in that it has the
lowest dielectric constant of any commercially
available plastic, as well as a correspondingly low
power factor, wide temperature range of useful-
ness, and low specific gravity. At the present
time, polyethylene finds its principal outlet as
the primary insulation of high and ultra-high
frequency transmission lines. Among its adverse
properties must be classed its flammability, its
somewhat sharp melting point as distinguished
from the usual gradual softening of other thermo-
plastic materials, its high coefficient of expansion,
and its tendency to become contaminated when
brought in contact with other materials having
poorer electrical properties. Owing to its com-
parative newness and improvements that have
been and are being made both in its physical and
electrical properties, it is possible to include only
an indication of its properties. Being a pure hy-
drocarbon analogous to paraffin wax, polyethyl-
ene suffers oxidation when heated in air. This

TABLE XXIV

POLYETHYLENE, AVERAGE PROPERTIES

Tensile strength psi 1700
Coefficient of thermal expansion 10.5 108
Rockwell hardness R13

Specific gravity 92

Elongation %, 500
Heat distortion point °F. i40
Water absorption after 24-hour 0.01

immersion %

Dielectric strength v/m 3 to 15 mils thick 1000 to 1500

Volume resistivity ohms-cm. 1017
Dielectric constant
60 cycles 2.22 to 2.26
1000 cycles 2.22 to 2.26
1 megacycle 2.22 to 2.26
1000 megacycles . 2.22 to 2.26
3000 megacycles 2.22 to 2.26.
Power factor
60 cycles .0002
1000 cycles .0002
1 megacycle .0002

.0002 to .0004
.0003 to .0005

1000 megacycles
3000 megacycles
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oxidation is accompanied by an increase in power
factor, and it is customary, therefore, to add a
small percentage of an anti-oxidant to the ma-
tarial to offeet thig t pnr‘ency Tah]p YYT‘T ]“‘W

Lliiadl QIISCL Lills LClilh Al LsAa i

the average properties of polyethylene.

B. Polystyrene

Polystyrene, discovered by Simon as early as
1839,%% is the oldest synthetic organic plastic.
Details of its formation from monomeric styrene
are given in a paper previously published in
this journal.! Recent developments in improved
methods of manufacture and considerable experi-
ence gained of large
quantities of styrene necessitated by the syn-

thetic rubber program
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together with the in-
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herently valuable properties of the material it-
self, have made this plastic one of the most po-
tentially useful materials developed. It has low
specific gravity, excellent dimensional stability,
outstanding electrical properties, and remarkably
low moisture absorption; it can be readily fabri-
cated by conventional methods. Polystyrene is
known in the trade under the names of Loalin,
Lustron, Distrene, etc. The
physical properties of a typical commercial ma-
terial are given in Table XXV.
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Bakelite, Styron,

Because of the remarkable and outstanding
electrical properties of polystyrene, more deter-
minations of its electrical characteristics with
frequency and temperature variations have been
made than on any other thermoplastic material.
It has been found that these values remain
substantially constant over a wide range of

conditions.

Dielectric strength 1/8", short time,
Arc resistance

500 to 700 v/m
120 to 135 seconds

TABLE XXV

POLYSTYRENE, PHYSICAL PROPERTIES OF A TVPICAL
COMMERCIAL MATERIAL

5500 to 7000

ansio 6 to 8 1056
anst G to s X1V

Tensile strength psi

Coefficient of thermal ex

pa
Modulus of elasticity in ﬂexure psi

4.0 to 4.7X 105
Specific gravity 1.05
Heat distortion point °F. 165 to 190
Water absorption after 24-hour 0.00

immersion 9,
Elongation %, 2t03

Rockwell hardness M80 to M90

Because of the chemical nature of the plastic,
whereby depolymerization occurs when the arc
takes place, the material will withstand repeated

areino withant suhetantinl lawerino of ite are
arCiilf WIUi0utl sSUoSsStdlltiar 1OWeElNng Ol 1is ald
resistance.

The surface and volume resistivity of
that it is difficult to

il)
—

polystyrene are so high
obtain accurate measurements, but leues for the
surface resistivity are greater than 10! ohms-cm.,
while its volume resistivity is 107 to 10%

ohms-cm.

The following values for the dielectric constant
have been obtained at room temperature:

60 cycles 2.55
1000 cycles 2.55
50,000 cycles 2.53
1 megacycle 2.53

20 megacycles 2.52

Measured at 60 cycles, with a potential gradi-
ent of 50 volts per mil, the dielectric constant
with increasing temperatures is shown below:

m . or o TR FRPIIE S e S
demperaiure "o A71e1eCiric vonstant

30 2.55
60 2.57
920 2.60
Power Factor

60 cycles 0.0002
1000 cycles 0.00015
40,000 cycles 0.00022
1 megacycle 0.00016
20 megacycles 0.00028
1000 megacycles 0.00028

The two limiting properties of polystyrene are
its relatively low softening point—165 to 190°F.
—and its rigidity at room temperature. Recent
developments have led to improvement in the
heat resistance of polystyrene, some of which are
potentially very important. Perhaps the first at-
tempt at increasing the heat resistance of poly-
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n solvents, and

le and insoluble i
on heating becomes rubbery, retaining its shape
to a remarkable degree. Because of the thermo-
setting nature of the reaction, only cast rods or
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forms can be prepared of this material, and it is
necessary, therefore, subsequently to machine
the rod to the correct size. Other cross linking
agents such as complex crotonates and allyl
derivatives have been suggested in this connec-
tion. At the present moment, cross linked poly-
styrene rod is marketed by the General Electric
Company under the code No. 1421.

A different approach to the problem was made
by the Monsanto Chemical Company, which de-
veloped a heat resistant polystyrene known as
Styramic by the incorporation of chlorinated di-
phenyl to the polystyrene itself. This had the
additional advantage of conferring a certain
measure of flame resistance to the material. The
electrical properties of Styramic, while very satis-
factory for a number of applications, are not
quite so good as those of pure polystyrene, the
dielectric constant in particular being somewhat
higher and having a value between 2.8 and 3.0.
An even more recent development has been the
manufacture of the polydichlorostyrenes which
possess much higher softening points and whose
electrical properties are comparable to those of
pure polystyrene itself. At the present moment,
no details concerning this material can be di-
vulged. Undoubtedly, we shall see more of these
improved materials as time goes on.

In an attempt to secure greater flexibility, the
Dow Chemical Company investigated many co-
polymers of styrene with other materials and
have marketed a material called Styraloy, which
exhibits remarkable flexibility even at low tem-
peratures and which is reasonably resistant to
heat. It has excellent abrasion resistance and
good resistance to organic solvents and oils. Its
electrical characteristics, while reasonably good
at low frequencies, exhibit a region of anomalous
dispersion above a megacycle when the power
factor reaches quite high values. For this reason,
Styraloy is unsuitable for ultra-high frequency
work where the lowest of power factors is neces-
sary. At the present moment, Styraloy finds its
greatest outlet as the primary insulation of igni-
tion wiring. The properties of this material are
shown in Table XXVI.

C. Polybutene

When isobutylene, a gas at ordinary tempera-
tures, is treated with a catalyst such as boron

trifluoride at comparatively low temperatures
around —80°C., it can be polymerized to form
a very rubbery material known as polybutene,
vistanex, or oppanol. The exact molecular weight
and physical properties of the polymer depend on
the temperature at which the polymerization is
carried out, and the product ranges from a soft,
sticky liquid to a very tough rubber. The polymer
has great resistance to strong chemicals and
ozone, and its electrical properties are excellent.
Owing to its cold flow, however, the material is
seldom used by itself but is usually compounded
with other materials to improve their properties.
It has found wide use as a means of improving
the viscosity index of lubricating oils and as hot
melt adhesives when mixed with paraffin wax.
The low temperature flexibility characteristics of

TABLE XXVI
STYRALOY

Tensile strength psi 1000
Specific gravity 957

Heat distortion point °F. 150
Water absorption after 24-hour 0.2

immersion %
Elongation % 200 to 250

Dielectric strength 1/8”, short time, v/m 700

Volume resistivity ohms-cm. 102
Dielectric constant
1000 cycles 2.5t0 2.6
1 megacycle 2.6 to 2.7
50 megacycles 2.5

Power factor

1000 cycles 0.0007 to 0.0012

1 megacycle
50 megacycles
100 megacycles

0.0005 to 0.0010
0.0035 to 0.0040
0.0040 to 0.0050

TABLE XXVII
POLYBUTENE

Tensile strength psi 500
Elongation % 550
Low temperature flexibility Not brittle at —78°C.
Heat distortion point Below room temperature
Power factor
60 cycles
1000 cycles
1 megacycle
10 megacycles
100 megacycles
Dielectric constant

.0003 to .0005
.0003 to .0005
.0003 to .0005
.0004 to .0006
.0004 to .0006

60 cycles 2.25 to 2.35
1000 cycles 2.25 to 2.35
1 megacycle 2.25 to 2.35
10 megacycles 2.25 to 2.35
100 megacycles 2.25 to 2.35
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the material are outs‘randmg Because of the are to be considered. For large sheets of various
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ing on the molecular weight, it is not possible to  where high dielectric strength, reasonably low
give a very accurate picture of physical proper- moisture absorption, and reasonable electrical

ties. However, material having a molecular
weight of approximately 100,000 can be expected
to have the characteristics indicated in Table

XXVII
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The wealth of data and the variety of ma-
terials available are such that the design engineer
can now choose his material for the desired
characteristics with some certainty that he will
be able to get such characteristics and, moreover,
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selection of materlals. But it cannot be too
strongly emphasized that, in the present state of
the plastic art, a mere tabulation of physical and
electrical properties will not necessarily enable
anyone to choose the right material for any par-

ticular application. There still exists and will

always exist the neced for the exercise of judgment
and the use of the accumulated knowledge of the
particular engineer having the problem under
advisement.

For the 1uguest uegree of electrical pPrIorm-
ance where dielectric properties are of paramount

importance, the pure hydrocarbons such as poly-

styrene and polyethylene are the best materials
available, and it is extremely difficult to envisage
materials that will show marked advantages on
this point over these two plastics. Undoubtedly
other plastics will be developed combining their
excellent electrical properties with somewhat su-
perior mechanical performance, and when such
materials become available, they will find very
ready application. Where cheapness, availability,
and good overall physical properties are required
for low frequency applications, and where only
moderate electrical performance is requ1red the
Oop nients in

) Py
the urea formaldehydes

properties are required, Grade XXXP laminated
plastics will be a logical choice.

Our ideas on this most important subject of
the application of plastics will undoubtedly .
undergo many changes, some of them funda-
mental in nature, under the impact of new de-
velopments which have received such a stimulus
due to war conditions, but the final consideration
as to the ultimate potentialities will always be
the intelligent use to which our knowledge is
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Erratum, Vol. 21, No. 4, 1944

Standard Telephones and Cables, Limited, London—
60th. Anniversary

The sentence at the end of page 213 and the beginning of page 214
should read:

“At the outbreak of war in September, 1939, the number of employees
was 78 per cent greater than in 1928 and the business had increased
by 112 per cent in the same period.”
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